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Abstract

A simple Monte Carlo (MC) algorithm for the simulation of the passage of low-energy gamma rays and electrons through any
material medium is presented. The algorithm includes several approximations that accelerate the simulation while maintaining
reasonably accurate results. Notably, pair production and Bremsstrahlung are ignored, which limits the applicability of the algorithm
to low energies (≲ 5 MeV, depending on the medium). Systematic comparisons for both photons and electrons have been made
against the MC code PENELOPE and experimental data to validate the algorithm, showing deviations in the deposited energy
smaller than or around 10% in the energy interval of 0.1 − 5 MeV in light media. The simulation is also valid for heavy media,
but with less accuracy as a consequence of the abovementioned approximations. Also X-ray fluorescence is ignored leading to
some limitations for photons with energies slightly higher than the K-shell. The algorithm has been implemented in an open-
source Python package called LegPy, which provides an easy-to-use framework for rapid MC simulations aiming to be useful for
applications that do not require the level of detail of available well-established MC programs.

Keywords: Monte Carlo simulation, ionizing radiation

1. Introduction

The study of the interaction of ionizing radiation with matter
is of utmost importance in a wide range of applications. Monte
Carlo (MC) simulations are extensively used to this purpose,
and several excellent MC programs are available, such as EGS4
[1], PENELOPE [2], GEANT4 [3] and MCNP [4], to name
a few. These programs provide frameworks for detailed sim-
ulations of any case of study, including complex geometrical
forms and all the physical processes that ionizing particles may
undergo in a broad energy range. Moreover, these programs
typically offer multiple options for different physical models
and corrections due to the specific features of the atomic com-
position of the media. Unfortunately, such accuracy comes at
the cost of increasing technical complexity, which may require
users to acquire expertise to obtain meaningful results. Addi-
tionally, the more detailed a simulation is, the more time and
computing resources it demands, which could limit the use of
these programs in some applications. As an alternative, analyt-
ical calculations or simple models can be used to obtain esti-
mates of the desired results. However, this approach generally
lacks the accuracy and level of detail provided by MC simula-
tions.

In this paper we present a simplified MC algorithm for the
simulation of the passage of low-energy (i.e., from about 1 keV
up to a few MeV) gamma rays and electrons through any mate-
rial medium. The algorithm is based on several approximations
that enhance simulation speed and simplicity while maintain-
ing reasonably accurate results. In particular, we developed a
very simple model for electron transportation that accelerates
the simulations significantly. In this work, we analyzed the

range of validity and assessed the impact of these approxima-
tions by comparing them against both experimental data and
results from well-established MC programs, especially PENE-
LOPE [2]. We implemented the algorithm in a Python package
called LegPy, released under an open-source license [6]. This
tool aims to provide a generic and easy-to-use framework for
rapid simulations in applications where minor details are not
necessary.

The paper is structured as follows. In section 2, the physical
approximations employed in our MC algorithm and the main
features of the package LegPy are described. The validation of
the algorithm is presented in section 3. Lastly, in section 4, the
conclusions drawn, the potential uses of our algorithm, and the
improvement plans are discussed.

2. The algorithm

Our Monte Carlo algorithm was conceived to provide accu-
rate enough results for a wide range of situations using a small
amount of input data and computing resources. Under this ap-
proach, we neglected several effects on the transportation of
photons and electrons that are only expected to be relevant at
either high energy or very small scale. For the transportation of
photons, pair production (energy threshold of 1.02 MeV) was
ignored. Besides, several simplifications were made in photo-
electric absorption, coherent scattering, and incoherent scatter-
ing. For the transportation of electrons, we developed a novel
method to account for multiple scattering and collisional energy
loss in a very simple and fast way. Bremsstrahlung was also ig-
nored because it is only significant at high energy and heavy
media.
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We assume a single target object made of one or more ho-
mogeneous materials and a beam of photons or electrons gen-
erated either inside or outside this object. Only a few simple
geometries for both objects and particle beams are considered
to reduce the calculations and the simulation settings. All the
individual particles interacting with the object are tracked, but
only keeping information on the energy deposit in a voxel-based
scheme. Histograms of other relevant parameters of the beam
particles (e.g., the angle and energy of escaping particles, the
absorbed energy, and the maximum depth of electrons) can also
be computed.

Next, the approximations made in the transportation of pho-
tons and electrons are described. In the last subsection, we
briefly report on the LegPy package [6] and its simulation op-
tions.

2.1. Photon transportation
The algorithm transports photons in random steps. The dis-

tance a photon travels before it undergoes its next interaction
is randomly obtained from its mean free path (mfp), which is
calculated from the total attenuation coefficient of the medium
at the photon energy. The photon is transported this distance
in the direction of its momentum vector to the next interaction
point as long as it is inside the same medium, otherwise, the
photon escapes the object or the medium changes. In the latter
case, the photon is transported to the boundary between the two
media to take another step in the new medium. If the photon is
below the specified energy cut after an step, it is absorbed.

When a photon interacts, the type of interaction (i.e., photo-
electric absorption, coherent and incoherent scattering) is de-
termined at random from the relative attenuation coefficients of
the different processes. Both total and relative attenuation coef-
ficients are obtained by interpolation from tables taken from the
NIST Standard Reference Database XCOM [7], which provides
data down to 1 keV. If photoelectric absorption takes place, an
electron is emitted with a kinetic energy and propagation di-
rection equal to those of the absorbed photon. In the case of
incoherent scattering, the momentum vector and energy of both
the photon and the electron are sampled from the differential
cross section, given by the Klein-Nishina formula [8], and the
energy-momentum conservation laws. If the photon undergoes
a coherent scattering, the Thompson scattering law [8] is used
to randomly deviate its track. In our present implementation
of the algorithm, a simple rejection sampling is used in both
incoherent and coherent scattering, since these processes were
checked to not contribute significantly to the computing time in
most cases.

As already mentioned, pair production is not included in
our simplified algorithm. Nevertheless, the attenuation coef-
ficient corresponding to this process (also taken from the NIST
database [7]) is added to that of photoelectric absorption so that
the attenuation of a photon beam is properly simulated even for
energies over the pair-production threshold. Furthermore, the
atomic effects on the above processes are ignored. In particular,
the fluorescence subsequent to photoelectric absorption or in-
coherent scattering, i.e., the emission of X-rays by the excited
atom, is not included. This is one of the main limitations of

our approximation, because X-rays spread the energy deposit at
larger distances than photoelectrons do. Neglecting this effect
has a significant impact for heavy elements, as will be discussed
later. However, our approximation is accurate enough for light
elements.

2.2. Electron transportation

The electron transportation is based on the continuous slow-
ing down approximation (CSDA), that is, the rate of energy loss
of an electron along its track is assumed to be determined by the
total stopping power neglecting fluctuations. Therefore, the to-
tal path traveled by an electron is assumed to be equal to the
CSDA range in the medium. Both the total stopping power and
the CSDA range are obtained by interpolation from tables taken
from the NIST Standard Reference Database ESTAR [9].

The electron path is divided into a number of steps. The de-
fault option is a constant step length equal to the voxel size used
to describe the object, which determines the precision of the
calculations. As an alternative, the step length can be computed
so that the energy loss is a constant fraction of the electron en-
ergy in each step. Since energy-loss fluctuations are neglected,
the simulation uses precomputed tables with the electron ener-
gies at the endpoints of all the steps in each constituent material
of the object. When an electron is generated with a given initial
energy in a medium, the energy loss and distance traveled in
its first step are obtained by interpolation from the correspond-
ing table. All the subsequent steps follow this table until the
electron energy is below the specified energy cut, it escapes the
object or the medium changes. In the latter case, the last step in
the first medium is shortened to end at the boundary between the
two media, and the energy loss is calculated accordingly. Then,
the electron continues to be transported in the second media (if
any) as if it had been generated at that point.

In each step, the end position of the electron is determined
by its starting position, its propagation direction, and the step
length, i.e., the electron is assumed to travel in a straight line
ignoring the lateral displacement due to multiple scattering. On
the other hand, after the step is taken, the electron propagation
direction is randomly deviated. The axial angle of the deviation
is a random number in the 0 − 2π interval and the scattering
angle θ is sampled from a Gaussian distribution [10]

P(θ) =
1
√

2πθ0
exp

− θ2
2θ20

 , (1)

where the average scattering angle θ0 is given by

θ0 =
E0

βcp

√
s

X0

(
1 + 0.038 ln

s
X0β2

)
. (2)

Here, s is the step length, X0 is the radiation length of the
medium, β is the ratio of the electron velocity and the speed
of light c, p is the electron momentum and E0 is a model pa-
rameter. In the Gaussian approximation described in [10], E0
takes the value 13.6 MeV. However, we modified this parameter
to compensate for the various simplifications made in electron
transportation. First, we searched the values of E0 that make
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our algorithm reproduce approximately both the energy deposit
distribution and the backscattering factor obtained by PENE-
LOPE [2] for the energy range 0.1 − 5.0 MeV and a number of
media. Then, from these fitted values, we obtained the follow-
ing parameterization of E0 in MeV:

E0 =13.6 (1.56 + 0.130x)
[1 − (0.0471 − 0.0182 ln x) ln E]

(3)

where x = 1/
√

X0 for X0 expressed in cm and E in MeV.
The necessary θ0 values are calculated at the beginning of the

simulation and stored in the table of steps for each medium. The
results obtained with this simple model of multiple scattering
were checked to be almost independent of the step length as
long as it is smaller than 10% of the CSDA range.

As a further simplification, half of the energy lost by an elec-
tron in a step is deposited in the starting voxel and the other
half in the end one. To avoid discontinuities in the energy de-
posit distribution, the step length should not be larger than the
voxel size. Besides, when an electron reaches the boundary
between two media, the energy loss in that step is assumed to
be fully deposited in the starting voxel to prevent artifacts just
at the boundary. In our approximation, no secondary particles
are simulated. In particular, Bremsstrahlung is ignored, which
limits the applicability of our algorithm to moderate electron
energies (i.e., < 5 MeV for heavy materials).

The use of all these approximations speeds up the simulation
considerably while a reasonable accuracy is achieved for many
applications, as will be shown in section 3. The main limita-
tion is the underestimation of the maximum range of electrons
because their total path length is imposed to equal the CSDA
range.

2.3. LegPy framework
LegPy stands for “low energy gamma-ray simulation in

Python”, but it allows the simulation of both photons and elec-
trons using the approximations described above. The code is
organized as a Python package containing classes to define the
basic ingredients of a simulation: the beam geometry, the en-
ergy spectrum and type of the incident particles, the object ge-
ometry, the medium (or media) the object is made of, and the
simulation settings. LegPy is designed to be used in Google
Colab [11] or Jupyter Notebook, which are interactive environ-
ments that improve user experience. Several notebook exam-
ples are included in the last release of this software package.

The package includes a library of media containing all the
necessary data taken from NIST databases, so the user only has
to choose the media from this library. Adding new media to
the library is also quite easy. Presently, only three object ge-
ometries are supported: sphere, cylinder and orthohedron. In
the two latter cases, the object is assumed to be oriented along
the z axis. The object can be divided into two regions of dif-
ferent materials, with the boundary being a horizontal plane, a
coaxial cylindrical surface (only for cylindrical objects), or a
concentric spherical surface (only for spherical objects). Any
object can be divided into voxels in Cartesian coordinates, al-
though spherical and cylindrical voxelizations are also available

for objects having these symmetries. The user only needs to se-
lect the geometry, input the dimensions of the object in the cor-
responding coordinates, give the number of voxels along each
dimension of the object and, when applicable, set the position
of the boundary.

The beam of particles is modeled in a simple way with a few
parameters. The user may choose between a point source at any
position inside the object and a parallel or divergent beam en-
tering the bottom face of the object (only for a cylinder or an
orthohedron). In the latter case, the user can set the angle of
incidence, the position of the focal point (for a divergent beam)
or the center of beam at the entrance plane (for a parallel beam),
the shape of the beam (i.e., circular or rectangular) and its size
at the entrance. Whether the beam particles are photons or elec-
trons, a set of predefined energy spectra are available (e.g., mo-
noenergetic, exponential, flat, Gaussian or given by a text file).
For photon beams, the tracking of secondary electrons can be
turned on and off.

All these simplifications and default options provide a simple
but flexible simulation framework. In Fig. 1, a sample of code
that executes a simulation with LegPy and a couple of output
plots are shown. The object dubbed “result” in this example
stores the results of the simulation and has several methods to
plot the energy deposit distribution, the particle tracks and his-
tograms of various relevant parameters. The package includes
additional functions to analyze the simulation results. All the
results shown in this paper have been obtained with LegPy.

3. Validation of the algorithm

In order to check the validity of the code, a number of tests
were made to compare our results with experimental data and
those from other MC codes. In particular, we carried out
systematic comparisons with the well-established code PENE-
LOPE [2]. These tests were done for the geometries currently
supported by LegPy, i.e., cylinder, orthoedron, and sphere, and
for the cases of a single medium and two media. Monoenergetic
beams of photons and electrons in the range 0.1−5.0 MeV were
used.

As will be shown below, for these comparisons the number
of events simulated with both LegPy and PENELOPE were in
general sufficient to reduce statistical fluctuations below the ob-
served systematic deviations due to the simplifications of the
LegPy algorithm. Number of events in between 5 × 105 and
1 × 107 were enough, depending of the case, to this end.

The energy threshold for transporting both photons and elec-
trons has been set to 1.0 keV for both LegPy and PENELOPE.
In addition, PENELOPE uses another tracking parameters for
the transportation of electrons. For these comparisons, we have
set the following values C1 = C2 = 0.05 and Wcc = Wcr =

250 eV, as suggested in the PENELOPE manual [26].

3.1. Photon beams
For these tests, the LegPy simulations were carried out with-

out the transportation of secondary electrons, that is, the elec-
trons generated by a photoelectric absorption or a Compton ef-
fect are assumed to be absorbed depositing their kinetic energy
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Figure 1: Example of the use of LegPy. a) Sample of code that sets up and executes a simulation of a parallel beam of electrons that traverses a coaxial cylinder of
water and lead. b) Tracks of 50 electrons. c) 2D distribution of deposited energy at several depths.

in the production point. In the first set of tests, the dose in
depth calculated with LegPy for several media at various en-
ergies was compared with the results from PENELOPE and
MCNP5. Other tests were focused on the angular distribution
of escaping photons and the energy spectra of absorbed energy
relevant to the characterization of scintillators.

The dose in depth comparisons were done through the
buildup factor B for a point source in an infinite medium, which
is defined as

B =
Dr

Dt
(4)

where Dr(R) is the “real” dose as a function of the distance
from the source R, which can be calculated by simulation. The
“theoretical” dose Dt(R), that is, the expected one if secondary
radiation (e.g., Compton scattered photons) is ignored, can be
calculated from the expression

Dt(R) =
1

4πR2 exp (−µR)
(
µen

ρ

)
E (5)

where µ and µen/ρ are respectively the linear attenuation coef-
ficient and the mass absorption coefficient of the medium at the
photon energy E, tabulated in [7].

Buildup factors are very relevant in engineering materials for
shielding calculations. A database (ANSI/ANS-6.1.1, 1991) is
available in [12] and their values are confirmed by MC simu-
lations with EGS4 [13], [14]. These parameters are also of the
most relevance in medical physics [15], [16].

We calculated B(R) for water, iron, and lead at energies of
0.1, 0.3, 1.0, and 5.0 MeV using both LegPy and PENELOPE.
To do that, we simulated a point source at the center of a sphere

of large radius, i.e., 15 mfp of the corresponding material. In
addition, we used the updated ANSI/ANS-6.1.1 buildup factor
database [17], [18] obtained by MCNP5 simulations [19]. The
results are compared in figures 2 - 4. Note that comparing the
buildup factor is equivalent to comparing the dose, assuming
that the same µ and µen/ρ coefficients are used.

Statistical fluctuations for depths smaller than 5 mfp are well
below 1% for all cases shown here and for both simulations,
LegPy and PENELOPE. The fluctuations grow at larger depths,
although the error bars can only be appreciated in a few points
and are significantly smaller than the systematic deviations of
LegPy due to our simplifications.

As can be seen in Fig. 2 (upper plot), the buildup factors for
water obtained with LegPy are in good agreement with those
obtained with both PENELOPE and MCNP5. The deviations
of LegPy results with respect to those from PENELOPE (lower
plot) are at the level of less than 5% for R < 4 mfp, growing up
to about 10% at 10 mfp. Notably, the agreement is very good
even at 5.0 MeV, confirming that the impact of ignoring pair
creation and Bremsstrahlung on the calculation of the dose in
depth is very weak in light elements even at energies of a few
MeV.

Results for iron at 0.3, 1.0 and 5.0 MeV are shown in Fig. 3.
Again, the simplifications made in LegPy do not seem to have a
relevant impact in the calculation of the dose at these energies.
At 0.1 MeV (not shown in the figure), LegPy also reproduces
the result from PENELOPE up to about 4 mfp but underesti-
mates it by 30% at 10 mfp. This deviation is attributed to the
simplified treatment of the coherent scattering in LegPy.

The results for lead at 0.3, 1.0, and 5.0 MeV are shown
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Figure 2: In the upper plot the buildup factors versus depth (in mean free path
units) in water obtained with LegPy (continuous lines) are compared with those
obtained with PENELOPE (full circles) and MCNP5 (triangles). The deviations
of LegPy results with respect to those from PENELOPE are shown in the lower
plot.

Figure 3: Same as figure 2 for iron.

in Fig. 4. LegPy is in agreement (δ < 10%) with PENE-
LOPE up to about 4 mfp with larger deviations (up to 30%)
at large depths. Again, the effect of ignoring pair creation and
Bremsstrahlung is not very relevant in the depth dose calcu-
lation even at 5 MeV. However, we found very large devia-
tions with respect to both PENELOPE and MCNP5 at 0.1 MeV,
which are attributed to ignoring X-ray fluorescence. It is well
known [20] that, for heavy atoms, X-ray fluorescence leads to a
dramatic increase in buildup factors for photon energies slightly
above the K edge of the photoelectric cross section. Indeed, the
value of B(R) obtained by PENELOPE is larger than that ob-
tained with LegPy by a factor of 6 (50) at a depth of 5 mfp
(10 mfp).

We carried out another set of tests for the angular distribution
of photons escaping the medium. We simulated pencil beams of
various energies traversing a cylinder of water with both height
and diameter equals to one mfp at the corresponding energy.
The LegPy results for 0.2, 1.0, and 5.0 MeV are compared with
those from PENELOPE in Fig. 5. Statistical fluctuations in

Figure 4: Same as figure 2 for lead. The small error bar at large depth accounts
for the statistical fluctuations of the simulations

Figure 5: Angular distribution of outgoing photons for 0.2, 1.0 and 5.0 MeV
pencil beams on a water cylinder of one mean free path size. Results from
LegPy (points) are compared with those from PENELOPE (continuous line).
See text for details.

both simulations are smaller than or about 1%, except for angles
close to 0 or 180 degrees because of the small solid angle. We
found that the agreement is very good up to 2.0 MeV, with de-
viations within the above statistical fluctuations, while LegPy
results deviate significantly from those from PENELOPE at
higher energies (up to about 30% at 5 MeV). From these sim-
ulations, we also calculated the distribution of energy absorbed
by the medium. The results are shown in Fig. 6. The agree-
ment is very good in the photopeak and in the whole Compton
profile before the sharp decrease at the edge, with deviations
smaller than 2% for energies up to 2 MeV. These deviations
grow up to about 15% at 5 MeV. In the deep Compton edge
deviations are hidden by large statistical fluctuations. On the
other hand, LegPy does not reproduce some spectral features
associated with processes ignored in our algorithm, e.g., escape
of annihilating photons subsequent to pair creation.

An interesting test was done for isotropic beams of 0.667 and
1.275 MeV (emulating radioactive point sources of 137Cs and
22Na) at a distance of 2 cm from a NaI cylinder with both di-
ameter and height of one mean free path (4.34 cm for 137Cs and
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Figure 6: Spectra of absorbed energy for the same simulation tests as used in
Fig. 5.

Figure 7: Spectrum of absorbed energy for isotropic sources of 0.667 and 1.275
MeV on a NaI cylinder. Results from LegPy (points) are compared with those
from PENELOPE (continuous line). See text for details.

5.32 cm for 22Na). As can be seen in Fig. 7, the main features of
the spectrum of absorbed energy obtained with LegPy, i.e., the
shape of the Compton profile and the height of the photopeak,
are in good agreement with the one obtained with PENELOPE
(i.e., deviations ≲ 5%). However, PENELOPE predicts a small
peak shifted by about 30 keV from the photopeak due to the
escape of X-rays produced after the photoelectric absorption in
the K shell of Iodine. This feature, which is generally irrelevant
for the characterization of a scintillator, cannot be reproduced
by LegPy because X-ray fluorescence is ignored in our algo-
rithm.

3.2. Electron beams

For the validation of LegPy for the transportation of elec-
trons, the dose in depth, the backscattering coefficient and the
angular distribution of backscattered electrons were obtained
for a pencil beam of monoenergetic electrons going along the
axis of a semi-infinite cylinder (i.e., larger than the correspond-
ing CSDA range). Different media were tested in the energy
range 0.1 − 5.0 MeV. The step length for the transportation of

electrons was set to 1% of the CSDA range. As in the previous
section, we repeated the simulations with PENELOPE to com-
pare with LegPy. The simulation results were also compared
with experimental data on energy deposition of electron beams
on different media and backscattering coefficients, which are
available in the literature for a wide energy range [21], [22] and
have been used since long ago to benchmark PENELOPE [23]
and GEANT4 [24], [25].

In figures 8 and 9, depth dose in water for electrons at sev-
eral energies in the range 0.1 − 5.0 MeV obtained with LegPy
are compared with the results from PENELOPE. As explained
above, the fluctuations in energy deposition are ignored in our
simplified algorithm in such a way that the path length of all
electrons equals the CSDA range. As a consequence, the dose
at depth beyond the CSDA range obtained with LegPy is zero
while the energy is spread to larger distances for the PENE-
LOPE results. Apart from this discrepancy, LegPy reproduces
reasonably the results from PENELOPE with deviations in the
maximum of the dose in depth function smaller or around 10%.
These discrepancies are a consequence of the approximations
made in the multiple scattering and collisional energy losses in
our algorithm.

Figure 8: Depth dose for electron beams of 0.1, 0.2, and 0.5 MeV on wa-
ter. The results from LegPy (continuous lines) are compared with those from
PENELOPE (full blue circles).

The results for aluminum are shown in Fig. 10. LegPy re-
produces the depth dose of PENELOPE with similar devia-
tions to those obtained for water. Available experimental data
at 0.31, 0.52, and 1.03 MeV [21] are in very good agreement
with PENELOPE. Similar results were found up in the whole
range between 0.1 and 5.0 MeV.

The results for copper are shown in Fig. 11. LegPy also
reproduces reasonably the dose in depth at energies below
1 MeV. The discrepancy turns out significant at 5.0 MeV (16%
at the depth dose maximum), very likely due to ignoring the
Bremsstrahlung production. For very heavy elements, such as
uranium, this discrepancy exists even at lower energies, as ex-
pected (Fig. 12).

Electron backscattering in LegPy was also compared with the
results from PENELOPE. In general, we found a good agree-
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Figure 9: Same as Fig. 9 for 1.0, 2.0 and 5.0 MeV.

Figure 10: Depth dose for electron beams of 0.31, 0.52, and 1.03 MeV on alu-
minum. The results from LegPy (continuous lines) are compared with those
from PENELOPE (full blue circles) and experimental data from [21] (red tri-
angles).

ment in the shape of the angular distribution of backscattered
electrons obtained with both simulation codes. As an example,
we show the results for copper at 0.1 and 2.0 MeV in Fig. 13,
where deviations are in general smaller than 5%. On the other
hand, LegPy tends to underestimate the backscattering coeffi-
cient η (i.e., the ratio between incoming and backscattered elec-
trons) for light elements. For instance, in water at 1.0 MeV,
the PENELOPE result is η = 3.0% while it is half that value
for LegPy. The agreement in the backscattering coefficient im-
proves for heavier elements. For aluminum at 1.03 MeV, LegPy
gives η = 8.0% to be compared with the value of η = 9.5%
obtained with PENELOPE, which is in good agreement with
the experimental value of 9.2% [22]. For copper at 2.0 MeV
(Fig. 13), LegPy gives η = 28% while PENELOPE gives
η = 29.5%. For uranium at 1 MeV, the PENELOPE result is
η = 51% versus η = 44% from LegPy.

Figure 11: Same as Fig. 10 for 0.1, 0.2, and 0.5 MeV electrons on copper.

Figure 12: Same as Fig. 10 for 0.2, 0.5 and 1.0 MeV electrons on uranium.

3.3. Beams in a two media object

Several tests were made to check the performance of LegPy
for transporting photons and electrons through an object com-
posed by two different media. As an example, in Fig. 14, we
show the dose in depth for a photon beam of 10 cm diameter
and 1.0 MeV energy crossing along its axis a cylinder of 2.0
cm length with a 100 cm diameter (i.e., laterally infinite) to as-
sure that all scattered radiation except the backscattered one is
absorbed. The cylinder is made of water and lead, the bound-
ary between the two media being at a depth of 1.0 cm. The
transportation of secondary electrons is included in the simula-
tion with a step length of 7 µm and a voxel size of 90 µm in
order to study the details at the boundary. As can be seen in
the figure, the dose in depth obtained with LegPy is in good
agreement with the result from PENELOPE. The average de-
viation is of about 1.5% with a maximum value of 3% around
the interface surface. Note the relevant role of secondary elec-
trons in the dose in depth. Electronic equilibrium is reached at
about 2.5 mm and the backscattering in lead is very strong. We
checked that similar agreements with PENELOPE are achieved
at 0.3 and 5.0 MeV.

Tests for an electron beam traversing a two-media cylinder

7



Figure 13: Angular distribution of backscattered electrons in copper. The re-
sults from LegPy (red points) are compared with those from PENELOPE (black
points)

were also carried out. As an example, in Fig. 15 it is shown the
dose in depth for a pencil beam of 1.0 MeV electrons crossing
a cylinder of 0.164 cm length and 0.20 cm diameter, made of
aluminum and lead. The step length was set to 1% of the CSDA
range of the electrons in lead. Several cases were studied vary-
ing the depth zb of the boundary between the two media. The
results of the figure correspond to zb values of 0.0411, 0.082,
and 0.123 cm as well as to the only-Al case. LegPy reproduces
the features of the behavior of the dose around the interface due
to backscattering. However deviations with respect to PENE-
LOPE are up to 15%, basically due to the approximations in
the electron transportation, as already discussed in 3.2.

Figure 14: Dose in depth for a beam of 1.0 MeV photons on a water - lead
cylinder along the z axis. The dashed line indicates the position of the boundary
between the two media. See text for details. The results from LegPy (black
points) are compared with those from PENELOPE (red points)

4. Conclusions

In this paper, we have presented a simplified algorithm for the
simulation of the passage of low-energy electrons and gamma

Figure 15: Dose in depth for an electron beam of 1.0 MeV on an aluminum
- lead cylinder along the z axis. The dashed lines indicate the position of the
boundary between the two media. See text for details. The results from LegPy
(red points) are compared with those from PENELOPE (red points)

rays through any medium. The algorithm has been realized
in the Python package called LegPy available under an open
source license.

The algorithm has been validated by comparing a set of re-
sults with the code PENELOPE as well as with available ex-
perimental data. From the comparisons for photon beams, we
can state that LegPy is able to calculate with reasonable accu-
racy (i.e., ≲ 5%) the dose deposited by photons of up to 5 MeV
in light media at depths of up to five mean free paths. This is
particularly interesting for applications in medical physics as
long as very high accuracy is not required. The algorithm can
also reproduce accurately the spectrum of absorbed energy in
light elements as well as in typical scintillator materials used in
gamma-ray spectrometry. The results of the angular distribu-
tion of escaping photons obtained with LegPy are also in good
agreement (around 1%) with those from PENELOPE, but re-
sults for water at 5 MeV have significant deviations, indicating
that the scattering of photons is more sensitive to the approx-
imations employed in our algorithm. We found that the main
limitation of our algorithm for the simulation of low-energy
gamma rays is that it is not valid at energies close but higher
than that of the K shell of heavy elements. We plan to imple-
ment soon a simplified model for the X-ray fluorescence in our
algorithm to solve this problem. Even though pair production is
also ignored, we found that this process is not very relevant for
the dose deposited by photons of up to 5 MeV in heavy media.

Regarding the transportation of electrons, we have presented
a very simple model that provides reasonable results of both
the dose in depth and backscattering. Our results of the dose in
depth in light elements deviate from those from PENELOPE by
less than or around 10% at the maximum of the depth in dose
function. For heavy elements, deviations remain small up to
a few MeV, but LegPy underestimates significantly the energy
deposition at higher energies as a consequence of ignoring the
Bremsstrahlung effect. In general, backscattering is properly
simulated with LegPy in heavy elements. The most significant
deviations with respect to PENELOPE were found for light ele-
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ments, although they have a minor effect in most practical cases
because backscattering is only relevant for heavy elements.

LegPy has also been tested for the simulation of photons and
electrons around the boundary between two media. The ex-
pected effects are properly observed and results are in good
agreement with those obtained with PENELOPE for a 1 MeV
photon beam (≲ 3%), but the agreement is somewhat worse
for electron beams due to the strong simplifications of our al-
gorithm.

LegPy was conceived to be used in a flexible and interac-
tive way in a Google Colab or Jupyter notebook. In spite of
using a Python interpreter, the several simplifications of our al-
gorithm make in general the simulations rather fast compared to
detailed simulation codes as PENELOPE, especially when the
number of interactions is large (e.g., at high energy and heavy
media). For example, the computing times needed to get the
results of dose deposited by 5 MeV photons in lead shown in
Fig. 4 were around 4 times smaller for LegPy than for PENE-
LOPE when the tracking of secondary electrons is deactivated
in both codes. The tracking of electrons is what demands the
most CPU time, therefore our simplified model speeds up the
simulation of electrons significantly. In the previous example,
LegPy simulations including secondary electrons with an en-
ergy cut of 1 keV and a step length of 1 mm are faster by a fac-
tor of 80 than PENELOPE simulations with the same energy
cut for electrons and tracking parameters of C1 = C2 = 0.05
and Wcc = Wcr = 250 eV. Obviously, the accuracy reached by
PENELOPE is much higher.

In summary, an easy-to-use tool for fast simulations of low
energy gamma-rays and electrons is available. LegPy aims to
be useful for researchers that need simulations on simple ge-
ometries with reasonable accuracy (i.e., around 10%) but with-
out the technical complexity of other MC codes. As the tool is
very easy to use, it may also be useful for teaching purposes in
undergraduate or postgraduate degree programs as well as for
the training of experts in the field of medical applications of
ionizing radiation.
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