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Preface

Or why you have to read this book:

Accelerators often seem like an abstract idea, a toy of scientists that grows bigger
and bigger with every billion euros you invest, a technology as far away from our
lives as quantum physics. This book shows you the secret players amongst the
accelerator field that you might not have noticed so far. The working horses in
science, industry, and medicine do not work in a distant fundamental science, but
those are improving our lives on a daily basis.

The concept of particle accelerators is now about 120 years old. The beginning
of this technology was made in 1897 with the cathode ray tubes, later being used in
TV devices. The technical climax is currently the Large Hadron Collider (LHC) at
CERN, a device of 26.7 km length. Within these 120 years, the maximum energy
of the accelerated particles was increased from some keV to several TeV. The
incredible increase of a factor of more than a billion compares well to the advances
made in the computing power of supercomputers. In between these extremes of
particle energy nowadays lays a manifold of devices being used in science,
industry, and medical applications worth to learn more about.

Efficient and powerful accelerators have become a key technology for a multi-
tude of applications, although often unnoticed. Silicon wafers, the basis for modern
micro-chips, are usually prepared by accelerators called implanters in this context.
Cancer can be treated more effectively, yet with less side effects than ever before by
proton beams or accelerator produced isotopes. In the development of new com-
bustion engines, accelerator-induced radioactivity visualizes wear processes. In
material science, accelerators open a view to the atomic scale in the form of electron
microscopes. Accelerator development and applications therefore became an import
industrial and development factor, exploited by numerous companies worldwide.
All of this connects in accelerator technology.

Accelerator technology is in many aspects substitutive for classical fission
technology. For example in scientific applications of neutrons in FEurope,
accelerator-based neutron sources will soon be more common than fission reactor
sources. In nuclear medicine, already today radioactive isotopes produced by
accelerators are more frequently administered to patients than those produced in
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fission reactors. The advantages responsible for this success are in particular related
to the low secondary costs of accelerators: less or even no side activity and nuclear
waste are produced and also no fissile fuel is required. Therefore, the laboratories
can be compact, close to application and de-centralized, e.g. directly in a hospital.
In conclusion, accelerators have the potential to grant nuclear industry and nuclear
applications new acceptance after the extensive discussions on their safety,
especially in Europe.

The knowledge of accelerator technology is exclusively taught in the context of
physics related studies, while the knowledge on accelerator applications is part of
mechanical, electrical, material, and nuclear engineering, medicine, and biology
studies. This book intends to grant an overview over all of these aspects to students,
scientists, engineers, and users. In contrast to a physics book focusing on a specific
topic, this book will discuss accelerator technology in a broad view, allowing seeing
the connections between the different aspects and applications. It combines the
technological and physical basics of accelerator applications amongst the acceler-
ator and beam-matter physics and application sides. This is going to be a book for
physics interested people with a strong tendency for hands-on work, device layout,
and application layout. Of course it is still a book, so expect some equations and
fundamental considerations, but even when working hands-on you have to know
what you are doing. Technical layouts, technological limits, economic aspects, and
radiation protection will be even more intensely covered than physics. This book
will present traditional and emerging fields of accelerator applications and,
hopefully, inspire the reader to totally new developments.

The basics of accelerator and elementary particle physics will be briefly dis-
cussed, but we will not go deeply into collider physics or the standard model. There
are enough dedicated books on the market for these topics to which the reader is
sincerely referred. Instead of focusing on the development of accelerators for
fundamental research with ever growing beam energy and luminosity, we will take
alook at robust and industrially established technology. These devices cover ranges
from some keV to about 250 MeV with beam powers of uW to MW with alter-
nating current (AC) and direct current (DC) driving for accelerating ions or elec-
trons and combine with clever end-stations forming valuable applications. The
terms capabilities, efficiency, productivity, and costs dominate these applications,
and in contrast to other accelerator-related literature they will be discussed in this
book and identified as positive drivers of innovation and progress.

By far most of these applications work on the basis of stopping and attenuation
of charged particle beams in matter, their nuclear reaction processes with matter and
nuclear inventories. By combining these physical approaches with the chain of
technologies involved in accelerator applications up to the final products, the book
can provide the reader a unique insight one cannot get from reading a dozen specific
books on these topics. The introduction of modern computer codes for describing
the individual processes amongst application examples will enable developing own
ideas. Basics on radiation protection help to keep these ideas safe. Finally, the
overview of applications in science, industry, and medicine allows integrating the
knowledge to see the big picture beyond the individual fields.
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So if you want to become an accelerator engineer or you are just curious on
understanding how your latest PET scan was performed and what it took to apply it,

continue and explore this book!

Jiilich, Germany Soéren Moller
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Chapter 1 ®)
Introduction Check for

Abstract The atomic nucleus and the electrons around it form the basis of matter.
Acceleration of particles in natural processes such as supernovae and the hot plasmas
of stars represent the origin of all elements except for hydrogen. Here on earth, particle
accelerators enable a controlled reproduction of these natural processes in order to
control and modify elementary particles and atomic nuclei. The introduction starts
asking central questions on the physics of these processes, the required technology,
and the use of it.

‘We work to better ourselves and the rest of humanity (Picard, Star Trek).

The first steps towards our world were made shortly after the big bang when the hot
and dense matter cooled down to a level where the hydrogen nucleus can survive. All
elements heavier than helium were afterwards generated in stars. About half of the
elements heavier than iron are nowadays believed to be synthesized in supernovae.
These giant explosions accelerate several solar masses of particles first to their inside
where electrons and protons fuse to neutrons forming an incompressible object.
This object reflects the impinging matter, leading to the giant supernova-explosion.
Neutrons follow the explosion front and react with the elements bred by nuclear
fusion forming all the elements and isotopes we have in our nuclide chart displayed
in Fig. 1.1. From this extensive set of isotopes, the most decay according to their
nuclear properties. Only the stable nuclei survive in the end in a mixture characteristic
for this chain of fusion, nuclear reaction, and decay. This nucleosynthesis produced
all the atomic nuclei we know. After many years of decay, we end up with the isotopes
we find in our earth, but still the numerous particles and radiations emitted from the
explosion allow obtaining a thorough understanding of the supernova process from
extreme distance.

Supernovae work as giant gravitational accelerators, which are capable of
producing basically any isotope and elementary particle, but we are left with the
thin black line of boxes in the centre of the known nuclide chart in Fig. 1.1. What
if we want to make use of the isotopes aside this line or use their information prop-
erties here on earth (in safe distance to a supernova)? So far, we have mastered the
manipulation of macroscopic matter for example by metallurgy and machining. We
were able to separate the elements from ores and other compounds, leading to the

© Springer Nature Switzerland AG 2020 1
S. Moller, Accelerator Technology, Particle Acceleration and Detection,
https://doi.org/10.1007/978-3-030-62308-1_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62308-1_1&domain=pdf
https://doi.org/10.1007/978-3-030-62308-1_1

2 1 Introduction

A Neutrons / N

126
82
mode
mpt
50 .B-
Do
EFission
28 ® Proton
E Neutron
14 m stable Nuclide
6
2

o
26 14 28 50 82 Protons / Z

Fig. 1.1 The nuclide chart displays all known nuclear isotopes in the space of protons and neutrons
in the nucleus. The highlighted numbers are so-called magical numbers representing particularly
stable configurations. Modified version of Table_isotopes.svg: Napylkenobi, CC BY-SA 3.0, via
Wikimedia Commons

formulation of the periodic table of elements. Chemistry allowed us to manipulate
the atomic bindings and rearrange them. All of these controls over matter already
became part of our everyday life. Now we want to take control of the elementary
particles and nuclei by analysing them, controlling their internal state, and finally
synthesising any particle in any state to make use of its specific properties. Here on
earth we cannot exploit the power of gravity as the supernova does, but we need
to apply technology. Accelerators open this door by breaking down the extreme
conditions present in supernovae using electro-magnetic technology.

Our modern society is based on technologies to make our lives sustainable, long,
and prosperous. As such, we have a strong demand for new possibilities in medicine,
industry, and science. Accelerators provide the additional degree of freedom of
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Electrons

Projectiles

Scattering

Fig. 1.2 The basic situation considered in applications of accelerator technology. Accelerated
projectiles hit atoms in a target leading to possible emission of photons, electrons, and heavy
particles depending on projectile energy and species. The application defines the focus

controlling elementary particles and nuclei and interacting with them, allowing
finding better and more specific technologies. Accelerators, or more precisely particle
accelerators, exploit electric and magnetic fields for separating, accelerating and
controlling atomic nuclei and electrons. How exactly does this work and how does it
allow us accessing elementary particles and the nuclide chart in an industrial fashion?

Physical interactions facilitate the control over the constituents of matter. Many
different interactions are possible, as depicted in Fig. 1.2, but their number is finite.
A large fraction of these interactions was already unravelled by science. We learned
most of them follow, at least partially, deterministic rules or at least statistical distri-
butions we can exploit in accelerator technologies. The theoretical part of the book
will demonstrate and discuss these physics, teaching how to exploit and combine the
physics for mobilizing the full potential of accelerator technologies.

What can we do with the new degree of control over matter and the particles? The
main focus of this book will be on practical aspects and apparatuses. Hands-on and
physics may appear contradictory, but there are fields where they become two sides
of a coin. Accelerators exhibit this two-sided coin aspect. The complex apparatuses
feature many technical aspects, starting with vacuum, electrical engineering, and
safety discussed in Chap. 2. The second part of this book, starting from Chap. 5,
forges theory and apparatuses to useful methods. Applications were developed all
over our modern society. This book’s subtitle applications in science, industry and
medicine describes this in three buzzwords. The three disciplines will be roughly
separated, but remember: One of the main messages of this book is to visualize the
strong connections between the applications in these three fields through physical
and technological overlaps.

Every good product starts with an idea, but requires lots of qualified feedback
in its growth process. Without feedback, may it be positive or negative, the product
will never reach an outstanding quality, whether it is in science, medicine, industry,
or personal life. Therefore, feel free to write down your own ideas, criticism and
corrections into this book and submit them to the author, but also accept feedback
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yourself. The final sentence of this introduction might be one of the very reasons
accelerator scientists found and established such a vast range of applications. This
search ever continues and we have to know our individual motivation to become part
of this continuing success story.



Chapter 2 )
Technology i

Abstract Technology is the engineering concept of theoretical knowledge. Tech-
nical implementations of a technology allow for optimizing a technology towards
certain application directions. Think of a house heated by gas or oil, both combustion
technologies with different technical realisations. Accelerator applications require
combining multiple complex technologies into a new one. This chapter discusses
these supporting technologies, their limits, and safety aspects. The understanding
of the concept of technology enables the reader to select suitable technologies and
identify the point where the technical possibilities of a certain technology ends and
new ways have to be found.

A man and a donkey are always smarter than a man.

Technology describes the fundamental way to solve a problem. Let us assume, for
example, that a quantity E of electrical energy is to be generated. For this purpose, a
solar cell with the output power P could be exposed for ¢ hours to the sun. A combus-
tion engine consuming an amount P of gasoline energy per time with the efficiency
W could also be operated with a generator for t = E/(;t * P) hours. Furthermore, a
nuclear reactor with a steam generator could be run for = E/P hours. We see that all
of these different technologies enable reaching the same goal in completely different
ways. Each technology has its own unique features and problems.

In order to clarify the reasoning behind this, let us look at the three examples in
detail: The solar cell has an output power P, but it requires the input of the solar
hours. At the same time, this power P is limited to a value between 0 and the power
of the solar radiation (in practice even less). A combustion engine also achieves
an output power P, but there is in principle no upper limit. In contrast to the solar
cell, which requires solar hours, the internal combustion engine requires fuel and air
inputs, and only achieves an efficiency u < 1 with these inputs due to its thermal
process. The third and final example in this list is the nuclear reactor. Its advantage:
It only requires nuclear fuel as input allowing it to be operated in any surrounding.
However, due to physical properties, its power has a certain minimum value P > 0.
Its fuel requirements are small so efficiency plays a negligible role, but it creates
nuclear waste as a disadvantage to the other two technologies.

© Springer Nature Switzerland AG 2020 5
S. Moller, Accelerator Technology, Particle Acceleration and Detection,
https://doi.org/10.1007/978-3-030-62308-1_2


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-62308-1_2&domain=pdf
https://doi.org/10.1007/978-3-030-62308-1_2

6 2 Technology

The example of power generation shows that every technology has its justification
and its technical limitations. On earth we will never be able to build a solar cell that
generates the power density of an internal combustion engine, and at the same time
we will never be able to develop an internal combustion engine that can be used in
space like a nuclear reactor or a solar cell. We will, however, be able to develop a
combustion engine with P = 1 kW and one with P = 1 MW, but presumably we
will be able to reach P = 1 GW only with a nuclear reactor. Furthermore, we will be
able to develop a solar cell based on crystalline and one based on amorphous silicon
or a combustion engine that burns diesel and one burning gasoline. These are the
technical features that are possible within the framework given by the fechnology.
The technical solution describes the unique approach within the technology. When
solving a problem, it is important to know where the technical and the technological
limits are. An equivalent statement would be to know where we reach a solution
by improving an existing approach (technically) or we require a completely new
approach (technology).

This book will address the accelerator technology in terms of accelerator based
technologies. The aside on power generation intended to clarify that this technology
also has its limitations and unique features. As we shall see, these boundaries are
exceptionally broad, so there is great flexibility for the use of accelerator technology.
Moreover, in many cases the technology can be well connected to other technologies
forming a large set of complex applications.

2.1 Vacuum

Accelerated particles will interact with any form of matter. Although this is the basis
of all accelerator applications, it also disturbs the preparation of the particle beams
in an accelerator like viscous engine oil. In this analogy, it is therefore necessary to
dilute this oil in practically all accelerators, that is, to create a vacuum within the
accelerator. A good reading for vacuum physics is actually a free book of the company
Pfeiffer vacuum (Pfeiffer vacuum GmbH 2013), although the reader should be careful
regarding its sales aspect. For the physical understanding and classification of the
necessary technical equipment, we first define the concept of pressure p with the
common and equal units of hecto-pascals (hPa) and milli-bar (mbar). This pressure
p connects via the ideal gas law

N
p= xksxT, 2.1)

with the (chamber) volume V, the gas particle count N in the volume V, the Stefan-
Boltzmann constant kg, and the absolute temperature of the gas 7. The viscous effect
for accelerated particles connects to the gas particle count they pass as we will discuss
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later in more detail. Equation (2.1) does not refer to the nature of the particles, hence
it is valid for individual components of a gas (for example, nitrogen and oxygen
in air) as well as their partial pressures, but also for all components together and
the total pressure. From the equation, we can see how the pressure is related to the
amount of particles N in a volume: Linear!

Table 2.1 shows the relationship between pressure, particle density and other
variables relevant for accelerator technology for various pressures from atmospheric
pressure to the lowest pressures, such as those in space (extreme ultra-high vacuum).
The relevant pressure range spans over 15 orders of magnitude, which are usually
divided into 6 pressure ranges. The division of these ranges roughly follows the limits
implied by current vacuum technologies. The mean free path, i.e. the average distance
between collisions of two gas particles, is the main quantity for understanding the
technical aspects of a vacuum. It increases with decreasing pressure and reaches
a technically relevant dimension in the range of 10 mm in the high vacuum range
(~10~3 mbar).

Starting from atmospheric pressure, gas has to be removed from a closed volume,
the so-called vacuum vessel, by pumps in order to reach the high vacuum pressure
range. The rate of this pumping is referred to as throughput. Practically, the fine
vacuum range is always reached by compression pumps. Compression pumps enclose
the gas in a sealed displacement capacity inside the pump. This capacity of volume
V is alternately reduced (compression phase), expanded into an exhaust gas line,
and increased (suction phase). This process chain can take place in various technical
implementations for example in the form of reciprocating pistons, rotary vanes,
or screws. The pressure changes result in vibrations in a wide spectral range with
amplitudes of a few 10 pm up to a few mm. The amplitude depends strongly on the
design type of the pump and on the pressure conditions. Often vibration transfer to
the vacuum vessel needs to be mitigated by special damping elements or by shutting
down the pumps in critical operational phases.

If the mean free path (Table 2.1) is greater than the dimension of the vacuum
vessel, the compression process reaches a critical limit. If the pressure is below
this limit, compression procedures are ineffective, as shown by the curve of the
compressor throughput in Fig. 2.1. In this case, a pressure gradient in the gas no
longer drives a flow, since a gas flow is induced by collisions between gas particles.
However, by definition collisions between the gas particles and the wall dominate
the gas behavior when the mean free path X is significantly greater than the smallest
dimension d of the vacuum vessel (for example a pipe diameter or the capacity
diameter of a pump). Collisions between gas particles become decreasingly probable
with decreasing pressure. This transition in the ratio of length scales is described by
the Knudsen number K,, = A/d, with a transition region, the Knudsen flow, around
K, = 1. In most accelerator applications, significantly lower pressures than those at
K, <1 are required. The regime K, < 1 is referred to as a viscous flow (right half of
Fig. 2.1), the regime K, > 1 as a molecular flow (left half of Fig. 2.1).

In molecular flow, pumps therefore require other technological approaches than in
the viscous range. Hence, in order to reach molecular flow (HV and lower), starting
from atmospheric pressures, a multi-stage pumping system consisting of viscous
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Fig. 2.1 Comparison of throughput of a rotary vane compression pump with 25 mm open diameter
to a turbo molecular drag pump of 100 mm open diameter. In the transition region of molecular and
viscous flow both devices reach technological limits. Fortunately an overlap exists (box), allowing
to combine both in a 2-stage pumping system.

and molecular flow pumps is required. For molecular flow pumping technologies
(for HV, UHV and XHV) the effective opening area A = d*/4 of the pump body to
the vacuum vessel is the determining factor for the gas-type-dependent throughput
S, since collisions with the vessel walls dominate transport in this regime. Because
of the molecular flow, an ideal gas with the temperature 7 consisting of particles of
mass m leads to a throughput of

Su( ) LsA 1 Particles
, = * * -
NP, “ P 12mkpT Time
kgT [ Vol
Sy(m) = aL* Ax |20 | 22UC 2.2)
12m Time

With the gas species dependent efficiency factor « given by the properties of the
pumping technology and the conductivity of the piping between pump and vacuum
vessel. The throughput can be stated in particles/time or gas volume/time, which is
interchangeable by the ideal gas law, Eq. (2.1). The throughput in particles per time
is proportional to the pressure p, accordingly at lower pressure fewer particles get
pumped per time.

2.1.1 Pumping Technologies for the UHV

In practice, the three most common technologies are: getter pumps, cryopumps, and
turbo-molecular pumps. These types differ in their gas-dependent efficiency factors
o and their application characteristics.
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Getter pumps bind gas by means of chemical and physical reactions with solids,
liquids, or gases, the so-called getter. These getters fill up like a sponge and must
be replaced or regenerated periodically, depending on the amount of gas throughput,
when their capacity limit is reached. Either a plasma (ion getter pump) or a reac-
tive metal (especially titanium sublimation pump) stimulates the binding process.
Titanium is often used in getter pumps, since it forms extremely stable compounds
with relevant elements, namely nitrogen (TiN), carbon (TiC), and oxygen (TiO,)
and correspondingly has a high getter capacity. The binding of noble gases is only
possible with ion getter pumps. For noble gases and other gases which can only be
physically bound, the throughput is, however, smaller than for chemically reactive
gases. Without chemical reactions, the saturation limit of getter to gas component is
by 2-3 orders of magnitude smaller compared to chemically reacting species.

In cryopumps, unlike getter pumps, a cold surface is brought into contact with
the vacuum. Thereby, condensation and physical binding of gas on the cold surface,
similar to an air dryer, induce the pumping effect. For the condensation of the gas
components, their respective boiling point must be above the temperature of the cold
surface. Nitrogen features the lowest boiling point of the main components of air
(Table 2.2), hence it is generally used in liquid form (LN,) to cool the cryopump.
As shown in Table 2.2, hydrogen and helium are still gaseous at the boiling point
of nitrogen and consequently cannot be effectively pumped by condensation in an
LN, cooled cryopump. In special applications in the XHYV, this is solved by cooling
with liquid helium. Similar to the getter pump, the cryopump also has a limited
capacity. Similar to those, this requires frequent regeneration by in-vacuo heating
and pumping of the stored gas through a secondary pump. To further improve the
cryopump properties, porous adsorbers such as activated carbon can be deposited
on the cold surface. This increases pump capacity, reduces the vapor pressures of
the condensed liquids, and also binds non-condensing gases in the pores. In order to
maintain the pumping effect even when a cryopump is being regenerated, vacuum
vessels must be equipped with several separate cryopumps which are alternated by
valves. The technological approach of the cryopump requires only a coolant, so it
is particularly fault tolerant, does not emit electromagnetic fields or vibrations and
can be scaled up cost-effectively. For this reason in ion traps or fusion reactors, large

Table 2.2 Boiling point‘s for Gas Boiling point (K)
the most relevant gases for
cryo-pumps Nitrogen (N2) 77

Oxygen (O2) 90.2

Carbon dioxide (CO») 194.7

Water (H20) 373

Argon (Ar) 87.2

hydrogen (H») 21.2

Helium (He) 4.2
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parts of the vacuum vessels up to the entire vacuum vessel are used as cryopumps to
reach maximum throughput.

The third and currently most common pump technology is the turbomolecular
pump. Its great advantage is quasi maintenance-free and continuous operation. The
latest models with magnetic bearings are non-contact to run in principle over decades
without user interaction, although this still needs practical proof. Due to these bear-
ings and the electromotive drive technology, turbomolecular pumps generate local
magnetic stray radiation in the range of some 100 uT potentially exerting detri-
mental effects on charged particle beams. The pumping effect is generated by inclined
impellers running at up to 100,000 revolutions per minute. These impellers contin-
uously hit gas molecules reaching the pump pushing them into the pumps exhaust.
Cascades of typically 10 such impellers compress the gas within the pump to fine
vacuum pressures at the exhaust. The flat and un-aerodynamic impellers experi-
ence strong friction forces under viscous flow, limiting their speed and thus the gas
compression effect. In order to expand the compression into higher exhaust gas pres-
sure regions, a so-called drag stage can be connected downstream. In the drag stage,
a rotating helical channel of small open diameter induces a viscous flow, similar to
a drill dragging out material from a hole in the wall. As a result, a robust overlap
of the areas of high throughput of both turbomolecular and compression pumps is
present in the fine vacuum range (Fig. 2.1). Despite the drag stage, the turbomolec-
ular pumps are limited in their compression ratio, i.e. the maximum ratio of inlet to
exhaust side gas pressure (pin/pout)- This technological disadvantage, in comparison
with the two aforementioned technologies, is particularly significant for hydrogen
and helium with typical compression ratios of 10° to 107. Heavier and therefore
slower gas components reach compression ratios up to 10'2. The compression limit
is not a fixed number, but the result of a technical design of a pump and can be shifted
e.g. by series of turbomolecular pumps.

When the compression ratio is reached for a certain gas component, the throughput
of this component drops to zero. In this case, equal amounts of the gas component flow
from the inlet to the exhaust side and vice versa. Taking the example of the situation
depicted in Fig. 2.1. We have 2-stage pumping system with a turbomolecular pump
delivering a compression of 103 for hydrogen and 10'2 for nitrogen and a minimum
pressure of approx. 10~ mbar between the compressor and the turbomolecular pump.
This system delivers a compression limited minimum vacuum pressure of 10~® mbar
with a hydrogen partial pressure of 10~® mbar and a nitrogen partial pressure of
10~'5 mbar. This type of gas species dependency typically produces residual gas
compositions that are dominated by hydrogen and other light gases, as shown in
Fig.2.2. A careful design of a pumping system, considering the residual gases present
in the vacuum vessel (e.g. the accelerator) and the gas species dependent pressure
requirements is therefore essential for an accelerator requiring UHV pressures.
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Fig. 2.2 Typical residual gas spectrum of a clean vacuum vessel pumped by a turbo-molecular
pump. Due to the low compression of light gases, the residual pressure is dominated by hydrogen

2.1.2 Pumping Systems and Vacuum Vessels

Accelerators usually require UHV pressures to mitigate the energy-loss and beam
energy broadening of particle beams, as indicated by the energy-loss column in Table
2.1. Precise analytical applications and accelerators with sub-keV particle energy
can require even lower pressures. The interaction with the particle beams breaks
up residual gas molecules, potentially leading especially to carbon condensation on
analytical samples. Furthermore, even UHV pressures provide oxidizing conditions
for a number of common materials, referring to the Ellingham diagram. Since this
aspect is application-specific, the necessary details are provided in the corresponding
sections.

Obtaining these pressures requires a two-stage pumping system. Such a system,
consisting of a compressor pump and e.g. a turbomolecular pump, can be consid-
ered as an independent unit separate from the vacuum vessel of the accelerator. For
reasons of maintenance and operation the pumping system is usually equipped with
pressure monitoring and various separation and venting valves, in addition to the
pumps. Installing elastic components after each pump suppresses vibration transfer
and avoids mechanical stresses. Figure 2.3 shows such a structure in the schematic
representation. In this system, a bypass is additionally installed in order to reduce the
pump-down time for example in a sample exchange chamber. With this equipment a
Programmable Logic Controller (PLC) can monitor and automate the system based
on the pressure values and pump parameters to intercept operating risks and failures
and to protect the nearby experiments and accelerator components.

For measuring the vacuum pressure different technologies are required for the
different pressure ranges, see Table 2.1. Pressure, being a force per area, can be
measured as such down to the HV region by the deflection of elastic elements.
In the same range the heat conduction of the vacuum can be measured using hot
wires, but the heat conduction is gas species dependent. Recalculation of heat-loss
to vacuum pressure requires gas composition dependent correction factors. Below
the HV range, however, the particle densities in vacuum are so low that the vacuum
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Fig. 2.3 Schematic of a typical pumping system connected to a vacuum vessel. The system contains
2 pumping stages with continuous pressure monitoring using 4 gauges, 3 vacuum valves/gates, 3
venting vales, elastic elements for de-coupling vibration and thermal expansion, and a bypass for
quicker pump-down

contribution to forces and heat transfer becomes negligible compared to other effects
as electronic noise and thermal radiation. Therefore, plasma discharges are used in
the UHV. These discharges carry an ion current, which is dependent on the particle
density N/V of the vacuum and hence provides a measure for the pressure (see 2.1).
The ionisation efficiency in these plasma discharges is also gas species dependent,
requiring calibration curves. In the XHV range, the particle density is so low that
even plasmas are difficult to maintain. Only specially designed devices can provide
means of pressure determination in this difficult regime.
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The minimum achievable pressure p,,;, (final pressure) of a vacuum vessel is given
by the equilibrium of pumping throughput S and gas input F into the vacuum vessel

Pmin = F/S(p = Pmin) (2.3)

Here the throughput S is pressure-dependent (2.2) and the gas input F is pressure-
independent. For a given S, (2.3) says the final pressure is defined by F. F results
from the sum of the vacuum leaks, the outgassing, and the permeation through the
vessel walls. Also intended gas inlet, for example hydrogen for a proton ion source,
contributes to F.

Vacuum leaks are generally holes in the wall of the vacuum vessel. Don’t think
of holes a size sinking the Titanic, but only microscopic defects such as surface
scratches. They can occur, in particular, on connections between components, the
so-called flanges, and on welding seams. The flange systems ConFlat (CF), clamp
flange (ISO-K) dominate the market for HV and UHV components and the small
flange (KF) is the most common for the higher pressure ranges. All three flange
systems produce a contact between two components in the form of a closed ring
by means of a gasket. This is achieved either by gasket O-rings with a round cross-
section and flat contact surfaces on the components (ISO-K, KF) or by cutting edges
on the components with flat sealing rings (CF). Interruptions in this closed ring,
caused by scratches, cracks or non-centrically seated seals, lead to vacuum leaks and
a gas input F > 0.

Gases and liquids adsorbed on the surfaces within the vacuum vessel form an
exhaustive reservoir by outgassing. If a drop of water or a fingerprint is left in
a vacuum vessel, the vapour pressure of it continuously releases gas, until it is
exhausted. In the roughness of surfaces and in porous materials, e.g. hydrophilic
plastics, relevant amounts of humidity and other gases can adsorb. The quantities
are negligible at normal pressure, but result in enormous volumes in the case of the
reduced pressures of a vacuum (see Eq. 2.1). Since the vapour pressure of a liquid
depends exponentially on the temperature, the depletion of the outgassing reservoirs
can be accelerated by heating the chamber (so-called baking) to temperatures of
100—400 °C for hours to days. First, the gas input F increases sharply as temperature
rises, but as soon as the reservoir is exhausted, significantly lower values of F are
achieved.

In particular in the low UHV and the XHYV, the permeation of gases through the
vacuum vessel walls and gaskets becomes the dominant contribution to F. Small
gas particles such as He, H,, H,O, CO and CO, can penetrate solids at relevant
rates. The materials used and their individual and temperature-dependent permeation
coefficients K determine the quantity of the permeation related gas input. Besides
the materials, the gas input by permeation is given by the penetrated surface area A
(e.g. vessel inner surface), the outer pressure py, and the material thickness d:

A
F=K*% (2.4)
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The permeation coefficients K of polymers are too high for the UHV range.
Metals, on the other hand, offer by orders of magnitude smaller permeation coef-
ficients, allowing reaching XHV pressures. Even if the vessel itself is made from
metal, the permeation through polymer gaskets will limit the final pressure to values
>10~7 mbar. Lower pressures require gaskets made from soft metals such as copper
or aluminium. For reaching XHYV, the permeation through steels becomes relevant
since these have particularly high K values for hydrogen. A further reduction in the
hydrogen permeation can be achieved with vacuum components made of aluminium
alloys or by applying special barrier coatings with low K. Additionally (2.4) indi-
cates solutions by reducing py by a vacuum outside the vacuum vessel or by multiple
differential pumped concentric seals each having a small individual py.

In this chapter, the concept of vacuum was introduced and discussed on the basis of
several criteria. On the basis of these criteria, technologies for the gradual reduction
of the pressure in a vacuum vessel for achieving accelerator compatible values were
presented. Two of these technologies were used for a technical implementation in
the form of a two-stage pumping system case study. Independent of the pumping
technology, the final pressure is given by the equilibrium of gas input and pumping
throughput.

2.2 Accelerators

In this section we will implant the heart, an accelerator, into the body of the vacuum
vessel discussed in the last section. In contrast to a heart, there are several techno-
logical options for an accelerator. Accelerators qualify themselves for an application
by a set of performance parameters. The most important parameters are the beam
particle kinetic energy (measured in eV), the beam current (in A) or ion flux density
(ions/s/m?), and the cost and size.

Particle physics research thinks of the beam-particle kinetic energy, or just beam
energy, as the most important parameter. It defines the types of possible reactions
the particles can undergo and their probability. Discovering new physical aspects of
fundamental particles therefore requires a higher beam energy, with currently TeV
(10'2 eV) defining the technical limit of science, but what is an eV? Physically it
is the kinetic or movement energy a singly charged particle, such as an electron,
gains when passing an accelerating potential of 1 V, hence the name electron Volt
(eV). Accelerating 1 A s (=1 C) of electrons corresponds to accelerating 6.25 * 10'8
electrons (1/elemental charge e¢). These many electrons would bear 1 J (=1 W s) of
kinetic energy at 1 eV beam energy, hence requiring to run a 1 V power supply for
1 s with 1 W output power. Now you can scale all values by kilo (10%), mega (10%),
giga (10%), and terra (10'?) to get an idea of the currents and powers involved in large
accelerators.

In applications the envisaged reactions/interactions define the desired beam
energy. Particle physics research can work with alow quantity of interactions between
beam particles on the scale of quarks and gluons with energies in excess of GeV (rest
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Fig.2.4 The higherthe energy of accelerated projectiles, the smaller the investigated and interacting
structure. For example in the MeV (10° eV) region of energies, the nuclear structure becomes visible
and nuclear reactions can be induced

mass energy of a proton = 938.272 MeV). In contrast, the applications discussed in
this book require a substantial quantity of interactions of beam particles with large
amounts of target particles in materials, atoms (>keV), and atomic nuclei (>MeV),
see Fig. 2.4. Imagine the quantity of atoms in one gram of '8F used for PET anal-
ysis (Sect. 6.1.2) of 3.35 * 10?? and the corresponding amounts of current (A), time
(s), and power (W) required from an accelerator to generate these many particles!
Consequently, lower beam energies with higher beam currents are demanded from
these application accelerators.

Accelerators for applications accelerate ions and electrons to induce these inter-
actions. Physically, these particle types are very different. The electron is an impart-
ible object, with a low rest mass of 511 keV/c? and a fixed negative elementary
charge —e. In contrast ions are a group of objects, consisting of protons and neutrons
and therefore also of quarks and gluons as depicted in Fig. 2.5. All of the isotopes
listed in Fig. 2.1 could be accelerated as ions. This divisibility allows mixing of
their constituents with target nuclei generating other particles with the same basic
constituents (the quarks and gluons), but in a different composition. Practically, we
call this fusion and fission reactions, or in general nuclear reactions.

ITons feature a mass at least 1836 (for protons) times higher than that of electrons
and charge states of several negative up to their individual amount of protons of
positive elementary charges. Electrons being impartible always bear the exact same
charge quantity and polarity. Ion charge on the other hand can vary due to the number
of electrons attached to them. The close binding of electrons and the atomic nucleus
makes them appear as a single object (the ion or the atom) with a summed charge g
in most technical applications. From the outside, the object appears as uncharged if
the amount of protons equals the amount of electrons, although in the nuclear zoom
level it is not. Ion charges can change by removing or adding electrons. Due to these
differences in particle structure, electron and ion beams find different applications.
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Fig. 2.5 The atom, ion, nucleus, and electrons of helium. Electrons are impartible, ions and nuclei
are not. The atomic nucleus is an ion of maximum charge, but its charge can be changed by binding
(orbits) of electrons to the nucleus, leading to different charge states. The picture shows a *Helium
nucleus consisting of two neutrons and two protons with 0 (double charged ion), 1 (positive ion), 2
(neutral), or 3 (negative ion) electrons

Despite these differences, the acceleration and control of electron and ion beams is
quite similar. Similar types of accelerators are used for both, yet taking into account
mass, velocity and charge differences for the technical details. Hence the physics
and technological aspects of ion- and electron accelerators are largely identical.

Strong differences arise when Einstein’s relativity enters the game. Einstein
defined the speed of light as the absolute maximum relative velocity between two
physical objects. The constant ¢ = 299,792,458 m/s quantifies this speed of light.
Accelerators honour Einstein by easily accelerating particles to velocities close to
this speed c. Due to their lower mass, electrons reach relativistic speeds quickly, e.g.
3 keV (typical electron energy in an electron microscope) is enough for 10% of ¢
(=0.1c). For ions the relativistic physics remain negligible until about 10 MeV due
to their higher mass. We will see in Sect. 2.2.2 how the relativistic physics affects
the design and construction of accelerators, in particular of the accelerator types
reaching the highest beam energies.

Throughout this book, the mass of particles will be given by m and their charge
will be g. The ratio of particle speed v to the speed of light ¢ plays an important role
for the relevance of relativistic effects. The ratio v/c usually comes by the name £.
From this, we can derive the Lorentz factor y as depicted in (2.5). The Lorentz factor
can be understood as the value of relativistic length contraction or time dilatation,
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but it also increases the particle mass from its rest value m to the relativistic mass
NMye] -

1
Mmei(v) = — *xm =7y *xm (2.5)
- (V/c)

This relativistic mass increase is the limiting mechanism for the particle velocity,
since the faster a particle becomes the higher its mass and consequently the more
difficult to accelerate it further. In theoretical physics often c is taken as 1 to shorten
equations. This book will avoid such abbreviations and try to only use the regular
and practically measurable quantities. This velocity ratio § connects to the kinetic
energy E of the particles in the relativistic case via

2
mc 2

EFE=— —mc (2.6)
- (v/c)2

The first term on the right hand side represents the total particle energy and the
second the energy equivalent of the particle rest mass according to Einstein’s famous
equation E = mc?. The kinetic energy is the determining value for an accelerator,
as it is one the one hand easily measured by the applied voltages and the energy
unit electron volt (eV) and on the other hand the relevant parameter for physical
interactions. The particle mass connects energy and velocity. The reference value
for different particles is their rest mass, the value without any relativistic corrections
according to (2.5). The main difference occurs between electrons and ions, with a
minimum ratio of 1836 (electron to proton mass).

2.2.1 Direct-Current Driven

The era of accelerators started with the application of direct-current voltages (DC)
on conductive plates. Every charged particle positioned in between two conductive
plates will get accelerated by a DC potential towards one of these plates, depending
on the voltage polarity and particle charge sign. Cathode ray tubes, as the first accel-
erators, work on this approach by applying a voltage between an electron emitter and
a plate anode with an aperture hole (Fig. 2.6). This simple approach quickly reaches
its limits in the achievable beam energy and hence new technologies were required.

The main technological challenge of electro-static DC accelerators is the genera-
tion of the high electro-static potential and its isolation from the surrounding struc-
tures. Remember, every eV of beam energy requires 1 V of potential difference in the
device, with applications requiring keV to about 250 MeV. Free electrons, naturally
present in all gases and on all surfaces due to the thermal distribution functions and
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Fig. 2.6 Basic principle of a DC accelerator realised in the form of a cathode ray tube. The electron
source is a hot filament, from there on the electrons are accelerated by a cathode-anode DC potential
and directed by a magnetic deflection system onto a target. A similar setup, but with reduced beam
diameters is the basis for electron microscopes

cosmic radiation, will be accelerated by these voltages unintendedly. These accel-
erated rogue electrons quickly gain enough energy to release new charged particles
(requiring about 10 eV/particle) from gases and surfaces, an exponential avalanche
effect can initiate. This effect depends on the voltage and the distance over which
it is applied due to its connection to the mean free path. The plasma created by this
effect has a low resistance over which the DC potential will discharge, preventing
the efficient build-up of high voltages.

The characteristics and resistance of this plasma can vary over orders of magni-
tude, depending on the combination of voltage gradient and outer conditions, in
particular pressure, as demonstrated in Fig. 2.7. The first visible discharge type,
carrying also relevant amounts of current is the corona discharge. This type of
discharge can be observed on high-voltage land lines and generates the crackling
noise often audible around these lines. The resistance of these discharges is still
high, hence inducing acceptable loads on the high voltage power supply, but it
indicates the onset of a problem for DC accelerators. Exceeding the highest toler-
able voltage results in the breakdown of an arc discharge. The resistance of the arc
plasma discharges is in the order of metallic conductors, leading to significant power
consumption and heat dissipation on the surrounding elements, limiting the achiev-
able voltages of DC accelerators. The voltage gradient limit Vgreakdown/d Of the arc
transition, with its sudden decrease in discharge resistance demonstrated in Fig. 2.7,
is described by the Paschen-curve:

Bpd
In(Apd) — ln[ln(l + L)]

YSE

VBreakdown (P, d) = (27)
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Fig. 2.7 The different regimes of plasma discharges (in 1 mbar Neon), limiting the acceleration
potential. After the dark discharge region, two regions of negative differential resistance (higher
current with lower voltage/gradient) follow. Several types of DC accelerators make use of this
negative differential resistance to filter voltage ripple. Original work by Wikigan, CC-BY-SA-3.0,
via Wikimedia Commons

With the gas species dependent parameters A and B, the gas pressure p, the
distance between the two charged plates d and the number of secondary electrons (see
Sect. 4.1) generated per electron and ion impact on the plate surfaces y sz. The arc-
breakdown voltage-limit of (2.7) strongly depends on the involved transport medium
(e.g. gas) between the voltage poles. Tabulated values of the breakdown voltages for
different solid, liquid, and gaseous isolation materials exist in handbooks. Table 2.3
illustrates these values are in the order of 10 kV/mm for typical insulators. Plastics
and ceramics reach similar values as a vacuum. The problem of vacuum-based isola-
tion lies in the strong dependence of its breakdown limit on the surface conditions
of the parts isolated against each other. Roughness results in strong local voltage
gradients at the roughness peaks and surface absorbed gases potentially form a rele-
vant gas pressure in the sense of (2.7) upon release. In applications these properties
often remain hidden. Gases achieve slightly lower values at standard pressures, but
the breakdown voltage in gases is proportional to the gas pressure. At a pressure
of 10 bar, the special isolation gas sulphur-hexafluoride (SF¢) provides breakdown

Table 2.3 Breakdown voltages of selected materials

Material PE |PTFE | Al,O3 | Demineralised |Oil | Air |SFg @1 | Vacuum

water bar
Breakdown-voltage |20 |24 17 65 <30 |0.1 |8 20-40
(kV/mm)

The breakdown in gases depends on the gas pressure and is given for 1 bar. In vacuum, the
breakdown strongly depends on the considered surfaces, their roughness, cleanliness, composition,
and temperature. In the literature, large spans of these values can be found, indicating a connection
to these partially hidden parameters
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limits of 80 kV/mm, surpassing most solid isolators. Consequently, most DC accel-
erators above 1 MeV apply SF¢ for keeping the devices small, while lower energy
accelerators mostly operate in air or vacuum.

For the generation of voltages up to ~#100 kV industrial stand-alone power supplies
with standard polymer insulated cables and polymer or ceramic insulators are suffi-
cient. These efficient and compact devices power mostly tabletop devices such as
electron microscopes, X-ray tubes, or ion sputtering devices (see Sect. 5.3, Chaps. 6
and 7). Due to the low charged-particle energies, the effort for beam handling and
control is significantly smaller than for beam energies above some MeV, with more
details in Sect. 2.3. For this reason, these low beam-energy devices are highly
integrated and compact.

For reaching higher acceleration voltages, the power supply separates into a high
and a low voltage part, electrically connected to each other by a transformer isolated
with oil or gases (e.g. SF¢). The low voltage part is already a high voltage part in
the usual understanding, with voltages in the order of 100 kV. Electronic power
supplies generate these voltages with high efficiency. For the high voltage part, two
different systems have been established so far. In the Cockcroft-Walton accelerator
type (Fig. 2.8), the low voltage side provides an alternating-current voltage, which
is electrically decoupled by a transformer from the high voltage side. On the high
voltage side, the AC is subsequently rectified by diodes and smoothed by an RC low-
pass filter. These diodes guide the negative and positive parts of the AC to charge
up two separate capacitors, resulting in a doubling of the voltage between these
two capacitors compared to the AC peak to zero value. Stacks of these doublers
allow reaching proportionally higher terminal voltages. Technical aspects limit the
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Fig. 2.8 High voltage generation in a Cockcroft-Walton accelerator. A high frequency voltage
Uy * sin(wt) couples into the accelerator via the coil at points S G. A capacitor-diode cascade
transforms it to even multiples of the input voltage amplitude Uy and rectifies it. The increasing
voltage applies to a cascade of plates isolated against each other (right), accelerating the beam in
steps of Ug. The resistors lead to a voltage drop (loss of accelerating potential) along the individual
plates with increasing beam current. The magnitude of this voltage drop depends on the technical
layout. Reproduced from Hinterberger (2008) with permission by Springer
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number of stacks at some point due to the electrical resistance and the required
isolation distances.

The van-de-Graeff generator system in contrast places DC charges on an isolating
belt. This belt rotates in the device to mechanically transports the charges from
the low voltage to the high voltage side. At the low voltage side the belt can be
charged up via the triboelectric effect like a plastic belt charges up when drawn
over a carpet. For accelerators, a design using sharp tips to induce charges via short
distance corona discharges with high voltage gradients generated by the tip field
offers practical advantages. In this design metallic balls are embedded in a rotating
isolating belt as charge buckets. This mechanical charge generator results in a lower
energy efficiency but also lower investment costs compared to the solid-state design
of the Cockcroft-Walton type.

Both accelerator types can accelerate all types of charged particles regardless
of mass or charge due to the linear and constant acceleration field. Furthermore,
they are continuously adjustable in their acceleration voltage via the primary voltage
or a voltage load, giving a high degree of freedom valuable especially for experi-
mental and varying applications. The beam “travels” down the electrical potential
to the grounded end for acceleration, like a river where the water travels from a
high gravitational potential to a low potential. The accelerator applies the voltage
between conducting parts, therefore either the charged particle source or the target
side must be electrically in contact with the high voltage side of the accelerator with
the other part grounded. Since these devices are often used in scientific applications,
involving several different experiments attached to the accelerator, usually the target
is grounded for practical considerations and the ion source is attached to the high
voltage side inside the isolation gas. After the accelerator, a dipole switching-magnet
directs the beam towards the serviced end-station.

For achieving even higher beam energies and avoiding the river problem, at
least for ions, a clever trick can be exploited in the so-called tandem accelerator.
The tandem accelerator principle requires the injection of negative ions which are
converted to positive ions in the centre of the accelerator by charge stripping with
a foil or gas. Changing the sign of the charges generates a virtual ground at the
position of charge exchange, allowing the beam particles to accelerate twice with
the same voltage. In contrast to gravity, the two different signs of electrical charge
allow gaining energy when travelling the river up and down. This way, the same
DC potential accelerates the ions twice, first the negative then the positive ion. This
results in acceleration to 2 times the DC potential for 1+ ions, 3 times for 2+ ions
and so on. The disadvantage is, the generation of negative ions is significantly less
efficient in most ion source types compared to positive ions, see Sect. 2.4 for details.
Furthermore, electrons cannot be accelerated. Due to this source side limitation,
tandem accelerators typically provide lower beam currents than single acceleration
devices.
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Gas strippers typically use nitrogen for ion stripping which is injected into a sepa-
rate volume with two small holes, which is placed in the accelerator tube centre. The
holes result in a relatively low conduction, leading to a higher pressure inside the
volume compared to the lower pressure in the beam tube. The more gas passed, the
higher the charge exchange probability. Gas strippers are robust and allow adjusting
the stripping ratio via the variation of gas pressure/injection rate. Thin foils of typi-
cally pm thick graphite provide a constant stripping, but require frequent replacement
due to heat load and beam damage. A foil avoids injecting gases into the vacuum
resulting in generally lower beam energy spreading after stripping, but foils also limit
the beam current handling capability. In both cases, the charge exchange generates
singly and multiply charged ions (except for hydrogen, which has only one nuclear
charge) with efficiency up to 90%, with flux ratios depending on beam energy, species,
and stripping. The remaining beam particles pass the accelerator as neutrals accel-
erated to the terminal voltage (no charge = no further acceleration) or hit the vessel
walls, since negative ions cannot pass a tandem accelerator.

All the discussed technological variants of DC accelerators commonly share the
problem of slight acceleration voltage variations, the ripple. They all have to bridge
the DC voltage isolation, either by an AC transformer or by a belt with moving charge
buckets. Both methods have periods where no charge is delivered, the zero-crossing
of the AC or the distance between two charge buckets. The charged particle beam,
being a DC beam, induces a constant load on the DC potential, creating the voltage
ripple with charging frequency, voltage, and system capacity dependent amplitude.
This DC voltage ripple is directly transferred to the charged particle beam, broadening
the beam energy distribution. In modern devices, ripples down to 107> of the terminal
voltage are possible, but for analytical applications, even these small ripples impose
a relevant technical limitation as we will see in Sect. 2.3.

In addition to variation of the acceleration voltage, DC accelerators allow for
control of the charged particle current from pA to A, typically from the injection or
source side, respectively. A control of beam currents assists many applications by
allowing for time-of-flight analysis in between the pulses, for probing with methods
of different sensitivity, or for adjusting the power loading dynamically to the target
conditions. On the injection side, the particles still have low energies in the keV
range, easing beam control and power loading. The adjustment of the beam current
by changing of the source parameters, allows for changes on the 100 ms time-scale.
For an operation with reduced duty cycle and short pulses, a switching of the power
supplies for the beam injection optics allows to achieve pulse-length down to ps.
Special chopping systems are required to compensate the sudden change in beam
load, depending on the high voltage capacity, see the many capacitors in Fig. 2.8. For
even shorter pulses, bunchers have to be installed on the injection side. These devices
accelerate and decelerate chopped beams consecutively to compress the pulses from
s to ns with a simultaneous increase in the maximum instantaneous beam current.
Pulse length below ns require special source constructions working with a short pulse
driver, e.g. a short pulse Laser.

Two main application regimes exist for DC accelerators. The first and by far
largest are accelerators for energies in the keV up to some hundred keV range for
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electron beams. This comprises electron microscopes, electron based sources for
bremsstrahlung (e.g. medical X-ray), and electron beams for material processing
and modification. The usage of ion beams from DC accelerators is dominated by
material processing on the nano-scale for example for micro-electronics by some
10 keV heavy ion beams. DC ion-beams on the MeV scale nowadays mostly occur
in the scientific context of material analysis and modification.

Only few industrial manufacturers for MeV scale DC accelerators exist. The
available standard products range from 100 kV to about 25 MV delivering currents
between 10 LA and several mA (Quax et al. 2010). The technology is not fundamen-
tally limited in its voltage or current, but there is also no scaling advantage above
the standard values and furthermore the devices become fairly large because of the
necessary voltage isolation. Van de Graeff devices typically provide higher acceler-
ation voltages, Cockcroft-Walton devices, in contrast, provide higher beam current.
Producing beams with high currents in DC accelerators yields higher electrical effi-
ciency with increasing current, as typically some kW are required to maintain the DC
potential. The ion acceleration itself reaches >90% electrical efficiency. In conclu-
sion, DC accelerators are energy efficient accelerator types with high industrialisation
and numerous products on the market.

2.2.2 Alternating-Current Driven

At this point we have to realize it will be technically very challenging to reach beam
energies above a few 10 MeV using DC accelerators, therefore other concepts are
required to surpass this technical barrier in a more cost efficient way. DC accelerators
make use of the accelerating field only once, at maximum twice with the tandem’s
charge exchange. If the accelerating voltage could be used multiple times, much
higher energies could be reached without extreme voltage levels, therefore circum-
venting this technological difficulty of DC accelerators, but how to make multiple
use of the same structure? According to Coulomb’s law, a particle cannot gain more
energy by moving through an electro-static field several times. So how to circumvent
fundamental physics? The tandem accelerator provides the basic idea, as it breaks the
law by charge exchange. Alternating-current (AC) driven accelerators apply the same
trick, but instead of changing the particle charge polarity, they work by changing the
acceleration voltage sign/polarity. AC’s change their voltage polarity infinitely often
with their given frequency, avoiding the technological limit of voltage isolation. For
passing the AC voltage multiple times, the AC accelerators grow larger making the
highest beam energy AC accelerators the largest single technical devices build by
humanity.

We start the conception of an AC accelerator by simply reusing the concept of
DC accelerators with its acceleration chamber, the fundamental building block where
any accelerator applies the accelerating potential to the charged particle beam. The
chamber now converts an AC input power with typical frequencies of 10 MHz to 10
GHz and peak voltages in the order of 100 kV to a directed acceleration (see Fig. 2.9).
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Additional technical degrees of freedom arise for AC in the method of coupling power
to the chambers, compared to applying a DC voltage between two plates. Depending
on the accelerator layout and in particular the AC frequency we can either apply the
AC directly to plates or, for higher frequencies, drive resonant modes in a closed
resonance cavity (Fig. 2.10) with an antenna or even by transferring energy from
a resonant mode in another cavity or a waveguide. The resonant mode inside the
cavity works like a vibration on a guitar string with a resonance frequency according
to length and properties of the cavity/string. In contrast to acoustic waves, electro-
magnetic waves can also propagate in vacuum. Usually the so-called transversal
magnetic 010 (TMp;9) mode is exploited as it has the lowest amount of nodes in
the different axis. For understanding what this means imagine a straight conducting
wire with an electric potential/voltage applied between both ends. A current will
flow along the wire and induce a circular magnetic field around it. Placing the wire
along the beam direction and removing it yields the field distribution of the TMy,q
mode. Physical language would describe it as a flat longitudinal electric field with
a maximum in the centre and zero field at its outer radius (1 node) in combination
with a transversal magnetic field, since Maxwell’s laws of electro-magnetism dictates
electric and magnetic fields to be always perpendicular to each other.

The beam draws the power required for acceleration from this cavity wave. Deliv-
ering this power into the cavity requires either a current flow in wires or, in particular
for higher frequencies, the power coupling by waveguides. Figure 2.9 shows an
example of a TMy( cavity powered by a magnetic antenna and a matching network.
The current flowing through the antenna ring generates a magnetic field field with a
vector directed through the ring. This matches to the local magnetic field vector of the
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Fig. 2.9 Sketch of a TMy;¢ mode with its longitudinal electric field (arrows) and a coupling antenna
connected to a power source through an impedance matching network. The matching the power
source impedance (e.g. 50 2) to the TMO010 coupling antenna using a coil (L) and a capacitor (C)
of variable inductivity and capacity, respectively. RF impedance matching calculators can be found
on the web for determining L and C depending on source and load impedance. The field oscillates
with time but can be considered constant for sufficiently fast (relativistic) particles passing through
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Fig. 2.10 Schematic of the 27-mode AC accelerator design with a beam particle in phase with
the accelerating voltage (arrows). This voltage originates either from electrostatic plates or from
field coils magnetically driving e.g. the TMgj9 mode with its central voltage maximum. The beam
particle first enters an accelerating structure, then passes a drift part until the voltage sign reaches
its original polarity at the moment the particle enters the second structure. In the case of constant
speed (e.g. close to speed of light) all v; and hence all d; are equal, otherwise the d; have to increase
with index. In the r mode both cavities have opposite polarity and d, = 0.

TMy;o mode as discussed above, enabling coupling of the power to the cavity mode.
The L-C network matches the impedance of the input lead to the cavity impedance.

High beam energies require frequencies in the GHz range. In this range, semi-
conductor power supplies reach their limits due to their inherent capacity and finite
electron mobility, respectively, limiting their output power at higher frequencies.
Vacuum electron resonators, mostly Klystrons, provide high output power up to
several 100 GHz with conversion efficiencies of 50-75%. These electron resonators
have their own cavity wave mode (not necessarily the TMyo) requiring a matching
connection to transfer power to the acceleration cavity. The connection between
the power source and the cavity depends on the modes and the power transmission
method. A Klystron actually consists of a DC electron beam flowing through a series
of chambers similar to the cavity depicted in Fig. 2.9. The electron beam couples
to an input AC wave amplifying it since the electrons bunch according to the wave
field. This electromagnetic wave travels through vacuum/air just like the power deliv-
ered in a household microwave. Instead of cables, hollow waveguide tubes allow for
conducting the power to the accelerator. This conduction in not loss-free, but losses
occur on the waveguide walls. A technical advantage lies in the coupling of the power
and its impedance matching via geometrical modifications (tuners) in the waveguide
instead of an L-C matching network.

A series of the acceleration structures depicted in Fig. 2.9 provides the repetitive
use of the driving voltage we were aiming at. A series of acceleration cavities form
a so-called linear accelerator (LinAC). Of course, DC accelerators are also linear
accelerators, but the term LinAC by convention describes the AC type. The alter-
nating voltages in the cavities constantly change amplitude and polarity, as they are
literally alternating currents. In order to expose the beam particles to the same voltage-
polarity, and hence acceleration direction, in each cavity, beam and AC voltage in
every cavity have to be synchronised or in phase, respectively, with the propagating
beam. In other words, each particle has to pass each cavity within equal half-periods
of the AC.
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The space in between two cavities has to equal the time required for the other
half-period of the AC to finish, as depicted in Fig. 2.10. The higher the frequency,
the shorter this time and the smaller the accelerator, making higher frequencies
desirable for AC accelerator design as they allow for smaller structures and higher
specific acceleration (MeV/m). The dimension d; indicates this in Fig. 2.10.

Ultimately, the skin effect limits the conduction of AC power, since it restricts the
current flow to a shallow surface layer, may it be over a wire or the walls of a waveg-
uide. The skin effect reduces the effective conductor thickness with the square-root of
the frequency, reaching values of about 10 wm at 50 MHz. Correspondingly the resis-
tivity increases with frequency, representing a technological limitation. Transferring
digital information over an USB3 cable might be possible with such thin conductors,
but the power requirements of an accelerator require a different solution in order to
keep power losses and voltage damping within tolerable limits. A solution would be
the use of superconductors since they feature infinite conductivity. In reality this is
only half-true, surface resistance Ry, from adsorbents (see Eq. 2.1) present at their
cryogenic operating temperatures and the alternating nature of AC currents lead to
small, yet relevant power losses Pjoss per cavity area Ac,y (2.8) on superconductors at
high AC frequencies w and magnetic fields Byg. These different conduction physics
in AC accelerating structures lead to a technological disadvantage and generally
smaller energy efficiency of AC compared to DC accelerators.

% _ Rsurt(w) BI%[F (2.8)
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Being in phase with the AC allows a single ideal particle to travel through multiple
acceleration cavities. This particle defines our ideal situation, but a real beam consists
of numerous particles spread across a certain volume given by beam size and spread
around this central particle. Just like for a society it is important for the beam perfor-
mance to not only take along the individuals who have the ideal starting conditions,
but as many as possible by finding means to support the less privileged reaching the
common goals. Due to the alternating nature of the accelerating voltage, the beam
needs to adapt to a similar structure, see Fig. 2.11. The beam arranges in bunches
which move in phase with the AC trying to catch the maximum benefit from every
cavity passage. In contrast to a DC beam, particles can only survive the acceleration
if they stay in a certain phase window of the sine wave of the given forward directed
polarity. Intuitively, we would propose the peak of the wave in order to exploit the
maximum accelerating field.

Unfortunately, some of the underprivileged particles will be slightly slower,
have an angular deviation in their direction of movement (=longer path), or be
just displaced compared to others, hence the beam will have a certain spatial and
momentum extent. These beam aspects will be discussed in more detail in Sect. 2.3.1.
The non-ideal underprivileged particles will reach the cavity slightly off timing and
it is the task of the accelerator design to allow them to participate in the beam in spite
of their deviations from the ideal. Slower particles reach the cavity after the AC peak
and therefore see smaller amplitude. Smaller amplitude means less acceleration and
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Fig. 2.11 The AC accelerator voltage is given by a sine wave (1st row). Correspondingly, the beam
particles arrange in the wells of equal voltage sign (2nd row). A DC beam (bottom) in contrast
remains unchanged over time and along the acceleration direction. The Y-axis represents voltage
amplitude for the sine (top) and the transversal direction for the beams, respectively. Darker colours
represent higher beam density

hence the particles become even slower compared to the rest of the bunch. Quite
quickly, they will be left behind, the beam current reduces. Thinking how often the
bunch will pass the cavities with acceleration voltages of ~100 kV until it reaches
some 100 MeV, it is easy to imagine that the whole bunch will disintegrate prema-
turely. Mathematically said, the bunch averaged phase-deviation from the ideal phase
increases if we aim at the voltage peak. In order to avoid this issue and focus the
phase, we have to choose a slightly earlier phase, see Fig. 2.12. On the positive slope
of the amplitude faster particles receive less acceleration, since they reach the cavity
early equal to a lower voltage, and slower particles receive more acceleration by
reaching the cavity later. This focusses the bunch onto its central phase. The accep-
tance (maximum phase mismatch still focussed) of this phase focussing effect marks
an important accelerator design parameter. It says how supportive the accelerator
design is to underprivileged particles. The acceptance depends on the position of
the ideal phase on the positive slope part, since significant deviations would bring
particles into the bad phase regions. Besides this phase focussing, the AC beam also
requires transversal focussing exactly the same way as in DC accelerators.

In order to synchronise the phase position of the individual bunch’s cavity
passages, the beam has several options (modes). The basic choice: It could drift/wait
for another half-period through a field-free drift space in a setup where subsequent
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Fig. 2.12 Principle of phase focussing. The circles mark different options for the central phase
position of the particle beam in the sine wave. A position at zero voltage amplitude allows no
acceleration (bad). At the peak of the wave, slower particles defocus (critical phase limit). At the
negative slope, all particles defocus (very bad), only at the positive slope phase focussing works to
confine the beam in phase space (good)

cavities feature opposite polarity. Besides this so-called 27-mode also x, 7/2, or
2/37 resonance conditions come into application, depending on the technical layout
of the accelerator. In these modes, length d; of cavities and drift parts are adjusted to
fit the resonance condition. As Fig. 2.10 shows, these dimensions d; depend on the
particle velocity, a quantity changing upon acceleration. Electrons quickly approach
the speed of light, reaching e.g. 94.2% of light speed c at 1 MeV. Close to the speed of
light, the particle mass increases, but the increase in velocity levels out, (2.5), hence
the electron speed remains practically constant above a few MeV. Ions on the other
hand require at least 1836 times (protons) higher kinetic energy (1836 MeV for 94.2%
of ¢) due to their mass, making their velocity highly variable in our 250 MeV region
of interest. Technical realisations of AC accelerators usually try to reduce complexity
by using either the same frequency or similar or even the same acceleration structure
throughout the accelerator. Consequently, the acceptable range of particle velocities
becomes limited, restricting the dynamic range of serviceable beam energies to a
window around the design value. At relatively high energies (see above), relativity
limits the velocity gain close to ¢, expanding this beam energy window compared to
the low energy range.

The particles increase their velocity upon passing a cavity and this has to be
compensated to maintain the resonance condition when entering the next cavity.
The solution is either to adapt the length of the drift parts in between the individual
cavities or to use different frequencies (given a fixed phase relation between them).
Several different types of these so-called high-frequency systems (sometimes also
RF-systems) were developed with solutions based on waveguide or cable + antenna
coupling and different solutions for compensation of variable particle velocities.
When using a single frequency, the optimal spacing ensuring the resonance condition
is called the Alvarez structure, see Fig. 2.13. In this structure drift and cavity length
increase proportional to the particle velocity. LinACs for higher energies (see e.g.
4.3.3) apply numerous of these structures, while the high energy simplifies the design
as soon as the velocity increase levels off in the highly relativistic regime.
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Fig. 2.13 The Alvarez LinAC structure works with a single AC frequency and variable drift and
cavity length D; to compensate for the increasing velocity

Besides the geometrical solution of the Alvarez structure, a LinAC construction
can also exploit physical solutions. In all the discussion of this section, we discuss
standing waves. It was never mentioned directly, but the hills and valleys of the AC
are always assumed to rest inside the cavities. Jumping one frequency period further
will always result in the same voltage at a given position. With the aspect of bunching
and particle velocities close to the speed of light, in principle particles can also surf
on the AC wave peak. These travelling wave acceleration structures require the phase
velocity (the movement speed of the hills and valleys) to be equal to the beam particle
velocity. The phase velocity is not equivalent to the photon velocity (=c), but it can
be influenced/reduced by the propagation geometry. Figure 2.14 shows a schematic
example of such an acceleration structure with four cavities.

We started by making multiple use of a single voltage, but also a single acceler-
ation cavity can be used multiple times for accelerating a single beam particle. The
technical realisation of this physical concept comes by the name cyclotron. In the
cyclotron particles start from a source in the centre of the cyclotron with basically
zero energy. The particles accelerate over the radius in the form of spirals by an
AC voltage applied between two neighbouring sectors of the circle as depicted in
the left image of Fig. 2.15. While particles are inside one of the sectors, a vertical
magnetic field forces them onto circles. Due to the freedom of orbit in the cyclotron
and the centripetal force, a faster particle will choose a larger orbit. The gap between
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Fig. 2.14 A travelling wave acceleration structure. A wave is coupled in via waveguides. It travels
along the individual chambers which are separated by apertures with exits in the last cavity. The
size of the cavities and apertures determines the phase velocity of the travelling accelerating wave
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Fig. 2.15 Schematic top-view of a classical two-magnet cyclotron (left) and a modern isochronous
cyclotron with 3 magnets (right). The modern magnets have spiral structure to increase edge angles
a with radius. For particles approaching the speed of light, the axial field strength has to increase
(Fig. 2.16) to compensate for the relativistic mass increase. The defocussing effect increases with
radial field gradients, requiring stronger edge focussing at higher radii. In this example, magnets
constitute the hill part and the valleys are field free, leading to the dashed particle orbit. This
cyclotron operates in 4/37-mode with the opposite voltages across the valley parts forming the
accelerating cavities

two sectors/magnets is the accelerating cavity, where the voltage between the sectors
accelerates the particles. The movement time inside the sector corresponds to the
phase synchronisation discussed above. Faster particles have to take a longer path,
hence particles always pass the gap within the forward acceleration phase. Parti-
cles are extracted to the application at the outer radius with their final energy. The
name cyclotron derives from the frequency of revolution of charged particles in a
homogeneous magnetic field (inside the sectors). This cyclotron frequency fcyclotron
given in (2.9) is independent of the particle energy, as faster particles move in larger
circles, compensating their increased velocity by longer path. It only depends on
the vertical magnetic field strength B and the particles charge g to mass m ratio.
Cyclotrons exploit magnetic fields to guide the beam in a circle, allowing exploita-
tion of the same acceleration cavity over and over again, while integrating drift and
acceleration cavity into the same structure.

qB
fcyclotron = _271’}’}'1 (29)

The isochronous cyclotron shown in Fig. 2.15 (right) represents a technical layout
variant of the general term cyclotron. Besides other cyclotron types it has established
as the state-of-the-art of cyclotron design. The term isochronous takes the constant
frequency of the cyclotron idea to the next level by including also corrections for
relativistic mass increase. Independent of its energy, isochronous requires a particle
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Fig. 2.16 Side-view of an isochronous cyclotron. The beam moves in (x) and out (.) of the paper
plane (here positive ion). The magnet shaping densifies the magnetic field lines towards to outside
(=higher magnetic field B) compensating for relativistic mass increase. As the Lorentz force acts
perpendicular to movement and B-field direction (right-hand rule), the bend field lines lead to a
defocussing effect/force as depicted by the arrows with dotted lines for positive ions

to always require the same time for a revelation. This sounds obvious given the
independence of cyclotron frequency from energy or velocity of the particle, (2.9),
but accelerators bring the particles to extreme speeds, easily reaching significant
fractions of the speed of light in a fragile system of for example the phase focussing.
Approaching the speed of light, the mass of the particles becomes velocity dependent
as noted in (2.5). The trick of isochronism is to compensate for this mass increase by
increasing the magnetic field B accordingly in the radial direction via a shaping of the
magnetic sectors as depicted in Fig. 2.16. Now, not only the centripetal force defines
the faster particles orbits, but also the radius dependent magnetic field strength.

This radial increase in magnetic field leads to a problem of beam divergence.
Vertically straight field lines leave the beam shape unaffected, but bent field lines
induce force components in the vertical direction, see Fig. 2.16. The Right-hand
rule (3 perpendicular fingers) directly visualizes the situation for a single particle.
The field index n quantifies this effect (2.10) through calculation of the change of
the axial (vertical) magnetic field B4 over the radial direction r multiplied with the
radial position R over the absolute local field strength B.

8B4 R
ng=——A2" (2.10)
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Without compensation of this defocussing, the beam will become too large and hit
the vessel boundaries removing them from the beam. The highly integrated design of
cyclotrons prevents the installation of any additional elements for focussing the beam,
we have to find a solution with the parts already present. Let us continue the thinking
of the radial field index above. The effect vertically defocusses the beam, but what
happens radially? An underprivileged particle with a position slightly outwards from
the ideal position in the bunch will experience a stronger magnetic field compared to
a particle more in the cyclotron centre, deflecting it more to the inside. On the other
hand, a particle displaced slightly to the inside will experience a weaker magnetic
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field, deflecting it less and bringing it closer to the bunch centre. All in all this
describes aradial focussing! Apparently, focussing and defocussing go hand in hand:
We have to find an option with axial focussing and radial defocussing. Earnshaw’s
theorem describes the physical basis for this impossibility to focus in two directions
at once. The technology required is the so-called edge focussing. This focussing
method was an important aspect for the development of the isochronous cyclotron, but
understanding it still remains difficult, even after decades. Edge focussing requires an
angle a # 0° between the normal of the magnet edge and the beam forward direction
at the magnet edge. The bend magnetic field lines connecting the poles of the magnet
outside of its gap have a field component perpendicular to the beam direction if a
particle enters this outside region displaced from the central axis and at an angle to
the edge normal. With the right-hand rule a vertical Lorentz force towards the ideal
beam track arises as explained in Fig. 2.17. The combination of radial focussing by
field gradients and vertical/axial edge focussing leads to an overall focussing in both
axes, as required for stable beam operation.

This kind of magnetic field layout represents an integral part of accelerator design
and has a particular importance for AC accelerators, since these reach higher ener-
gies compared to DC accelerators. The greater principle of combining different field
gradients, each having focussing and defocussing aspects, for generating an overall
focussing effect is called strong focussing. Manufacturers exist to deliver 250 MeV
isochronous cyclotrons on this basis with a superconducting wiring on a conven-
tional ferromagnetic iron core, reducing the cyclotron diameter to ~5 m, orders of
magnitude smaller than a 250 MeV DC accelerator. The design of these devices
follows the spiral structure depicted in Fig. 2.15 (right). The pathways travelled by
the particles in circular accelerators are quite long. Still in this example of a 250 MeV

Fig. 2.17 In the depicted situation, two particles enter a sector magnet in x direction (particle
coordinate system) at zero edge angle. The ideal beam sees only the By, field. The displaced beam
sees the two magnetic field vector components of the bend outside field B, (no effect since parallel
to charge movement) and By (deflects in the same direction as in the magnet centre). Only for a
non-zero edge angle (magnet N and S change thickness in the direction of the paper plane) an
additional B, component (bending of field lines into the paper plane) is present, inducing a vertical
(axial) force required for edge focussing
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beam, accelerated by a 100 kV cavity potential in a 3-fold cyclotron (Fig. 2.15) with
5 m diameter the beam travels about 6.5 km to reach its final energy. Accordingly,
adjusting focussing and axial magnetic field in these devices represents a challenging,
yet important part of the setup.

As a consequence of this peculiar combination of forces, frequencies, and travel-
ling times, the cyclotron, and AC accelerators in general, are fixed to a certain beam
energy and particle type in order to fulfil the resonance and stability conditions. For
ions, a limited flexibility exists, if the ratio of mass over charge (g/m) of the ions
is maintained (e.g. >H* and *He**). The same voltage will accelerate the particle
with higher charge proportionally, keeping the cyclotron frequency constant (2.9).
Small differences of this ratio to the design value, allow for acceleration with other
driving frequencies in the same device, for example 'H* and >H* are possible in
many commercial cyclotrons.

Electrons differ in mass drastically from ions, leading to significant differences
not only in magnetic deflection, but also in relevance of relativistic effects and
Bremsstrahlung. Although electrons could be accelerated in a cyclotron, their low
mass would quickly lead to speeds close to ¢ and the requirement of extreme radial
field gradients ng for compensation. Furthermore, power losses by Bremsstrahlung,
(2.11), limit the technically reasonable beam energies of electrons in accelerators.
In the accelerator context, the Bremsstrahlung emitted upon deflection of beams
is called synchrotron radiation, distinguishing it from others origins and spectra of
Bremsstrahlung as we will see later.

2 4
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All charged particles emit Bremsstrahlung upon acceleration and deceleration.
The forward acceleration in the cavities can be neglected compared to the acceleration
resulting from a curved particle trajectory of radius r in a circular accelerator. The
emitted power P of a single particle depends on the particle energy E, the speed
of light c, the particle/electron charge g (=e for electrons), the vacuum permittivity
g0 and the particles rest mass mc?. The strong inverse mass dependence in (2.11)
highlights the difference between Bremsstrahlung losses of ions and electrons of
a factor 10'3 for protons. The power loss scales equally strong with beam energy,
resulting in a hard limit of maximum electron energy for a given device size.

Thinking about other designs of circular accelerators different from cyclotrons
makes us appreciate the extremely practical, because highly integrated design of
the cyclotron accelerator type. For reaching energies above some hundred MeV,
cyclotrons reach their limits even for ions due to the increasing relativistic effects. The
amount of material and the size of a cyclotron would become technically unfeasible,
other designs are required. For different circular accelerator concepts, we have to start
anew way of thinking and go back to the basic cavity concept of Fig. 2.10. Equation
(2.11) also highlights the importance of making the system larger, to increase the
curvature radii. Let us think about the Large Hadron Collider (LHC) at CERN with its
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26.7 km long acceleration ring. Accelerating protons to 13 TeV (and lead ions to 1148
TeV) certainly required a different way of thinking, besides a large bag of money.
At a certain dimension (at the very most the LHC dimension) it becomes unfeasible
to construct a single-block type accelerator such as the cyclotron. Separation of the
functions integrated into the cyclotron block opens up extra technical design freedom.

We discussed the different ingredients of focussing, acceleration, particle source,
compensation of relativistic velocity effects, drifts, and the trajectory deflection.
Accelerator language names these separate ingredients functions. Each function can
be fulfilled by a particular apparatus, such as a dipole magnet induces deflection or
a cavity induces acceleration. Combining several such functions to a team/group,
represents the unit cell concept. Each unit cell receives a beam, does something with
it and releases it to the next unit cell. The design problem reduces to developing the
functional elements and tuning them together to form a working unit cell, similar to
the object oriented programming. If we tune the unit cell in a way that the incoming
beam matches the outgoing beam, all unit cells constituting an accelerator can be
identical. This symmetry further reduces the accelerator complexity since only a
fraction (say 1/8) of the accelerator needs to be designed, while the remaining parts
are just copy and paste. The same way of thinking works not only for circular accel-
erators, but represents a fundamental concept of thinking for all technical designs.
The minimum unit cell we could think of is the combination of deflection, horizontal,
and vertical focussing.

This technological approach leads to the Synchrotron accelerator type. This
separate function accelerator depicted in Fig. 2.18 requires besides the deflection,
focussing, defocussing unit cell additional functional modules. Acceleration cavities
are required, but a synchrotron accelerator covers only a part of the total acceleration,
not from zero energy at the particle source to the final energy as in a cyclotron. The
compensation/limitation of velocity span requires a functional element in the form
of sets of different types of accelerators feeding each other with increasing beam
energies. In a DC accelerator, the beam extracts directly, but in an AC accelerator
with more or less closed path (see Sect. 2.3.1) and resonance condition, the extraction
becomes a technical challenge. Cyclotrons with their open spiral shaped beam path
can make use of internal targets, i.e. targets at a certain radius, but external targets
offer practical advantages and flexibility. In a synchrotron, we cannot extract the
beam at a certain radius, because there is only a single radius. The rules of the closed
path have to be broken. Changing the charge state of ions using electron stripping
(moving towards to lower right corner in Fig. 2.5 by means discussed in Sect. 3.2) in
foils or gases is very efficient and allows for the highest beam currents, but requires
negative ion beams. If the charge state has to be maintained, so-called kickers (func-
tional element) or septa (thin metal sheet mostly in cyclotrons) periodically change
the beam track with a sudden field ramp using fast magnets or electro-static deflection
plates to selectively extract particle bunches.

Figure 2.18 shows a unit cell comprised of a deflecting and a focussing module.
These functions can be fulfilled also by a single device we already discussed, the
“cyclotron magnet” depicted in Fig. 2.16 with its field index n # 0 focusses radially
and defocusses axially. In the isochronous cyclotron, a positive radial field gradient
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Fig. 2.18 The synchrotron is made from several functional elements and unit cells. The ring is feed
by a charged particle source and a pre-accelerator such as a LinAC. For connecting the injected
beam to the circulating beam an accurately timed dynamic magnet applies a track switching, like
connecting rail tracks. The beam circulates by deflection magnets and quadrupole focus magnets.
An acceleration cavity ramps up the beam energy while the magnets strength follows to keep the
orbit. Finally the accelerated beam extracts to a target or stays in the ring for particle production

was required for compensation of relativistic effects; in a synchrotron the separa-
tion of functions eliminates this restriction and we could inverse the field gradient
(radially decreasing field). The magnet would still deflect in the same direction, but
an outside oriented field curvature leads to arrows pointing towards the central axis
equal to axial focussing (compare Fig. 2.16). Alternating field gradient signs enable
a net focussing only by dipole magnets. These alternating gradient focussing dipole
magnet arrangements represent a technological option for systems with separated
functions. The field gradient ng determines the focussing strength with Ingl >> 1
(typically ~=£20) considered as so-called strong focussing. Calculating ng with real
values and (2.10) demonstrates strong focussing with alternating gradient dipoles
works only for large accelerators, otherwise technically unfeasible magnetic fields
would be required. The technical exploitation of the alternating-gradient technology
allows for significantly reduced beam sizes and according reductions in technical
investments for large accelerators. Nevertheless, large synchrotrons mostly use alter-
nating quadrupole magnets instead of the combined function dipole magnet. The
LHC for example maintains a beam diameter of typically <0.2 mm, much smaller
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than the ~45 mm maximum beam tube diameter throughout the whole 26.7 km long
ring. This so-called beam optics will be discussed in Sect. 2.3 in more detail.

We can now confine the beam, but what happens after the first round of acceler-
ation? The faster particles demand a longer route, but, in contrast to the cyclotron,
the synchrotron offers only a single route. The only other option is starting with a
weak magnetic deflection field and increasing the magnetic field strength with every
revolution of the beam. What will the next bunch of particle think about this changed
situation? They cannot survive under the changed fields, but just like on a roller
coaster they have to wait until the first set of beam bunches finishes its ride. Conse-
quently, also our beam output (respectively passenger output) will be discontinuous.
The part of filled bunch slots in the AC wave is called the duty cycle, see Fig. 2.11.
In contrast to continuous wave (CW) beams such as in DC accelerators, a duty cycle
<1 represents an intermittent train of pulses similar to a light beacon. The term duty
cycle defines how many of the maximum possible bunches are delivered, e.g. a duty-
cycle of 1% delivers one pulse followed by 99 silent cycles or a 100 bunches followed
by 9900 silent cycles and so on. The time-averaged beam power and current reduce
accordingly, but the peak power and current remain unchanged. Synchrotrons cannot
deliver CW beams because they have to ramp up the magnetic field for continued
acceleration, representing a major drawback for applications usually requiring beam
power, not only maximum beam energy. Their ability to deliver high energies for a
relatively low price tag makes them still successful in science, but the energies from
which on a synchrotron yields advantages are beyond the ~250 MeV interesting for
applications. Hence besides serving as high-performance Bremsstrahlung based light
source (see Sect. 4.3.2) they find little application for particle acceleration outside
science.

Low cost per MeV (down to values of about ten thousand € per MeV) repre-
sent an important factor in any application, as beam energy defines the types of
applications accessible (e.g. certain types of nuclear products). On the other hand,
a high average beam power defines the productivity and specific costs of realising
this application. Engineering advances and superconductors draw responsible for the
success of LinACs with increasing specific acceleration, reaching values up to about
50 MeV/m, as one of the key aspects. The high specific acceleration opens up the MeV
scale for electron acceleration for the applications considered in this book and repre-
sents a technical option also for ion acceleration. Superior beam quality due to less
(error prone) parts, high duty-cycle, and the absence of the limiting Bremsstrahlung
losses promoted LinACs to be considered as the state-of-the-art accelerator design
in science, except for reaching the highest beam energies. Certain accelerator based
particle production facilities, e.g. Free-electron-lasers (Sect. 4.3.3), work with reac-
tions specific to a narrow window around the design energy. Instead of dumping
the remaining energy LinACs potentially allow for recovering the kinetic energy,
increasing their energy economy. Figure 2.12 explained the importance of being on
the right polarity for accelerating the beam, but by refeeding the beam into the cavi-
ties and shifting its phase by 180° the beam reinvests its energy into the AC field by
travelling on the decelerating phase. Nowadays AC accelerators are applied to intro-
duce nuclear reactions, may it be for investigating fundamental particles, producing
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isotopes, or medical treatments. Whether a LinAC or a cyclotron fits an application
better depends on the required beam power, quality, and outer conditions. For elec-
trons LinACs represent an attractive high power solution for reaching energies above
the limits of DC accelerators (210 MeV) due to Bremsstrahlung losses in circular
machines, therefore a few medical applications use electron LinACs for direct patient
irradiation or X-ray production.

All in all the AC accelerators have to fulfil an extensive set of beam stability
criteria, making them difficult to design. Over the time only a few designs have
prevailed and the above mentioned concepts and aspects are inherent to all designs.
Beam optics always receives the major attention for AC accelerator setups and its
complex nature will be discussed in Sect. 2.3. This section gave only a brief intro-
duction to the basic concepts of thinking of AC accelerators, due to the complex
interplay of physics, geometry and the narrow stability criteria the actual design of
an AC accelerator requires a computer solution. Furthermore, the technical feasi-
bility, unavoidable tolerances and the alignment are important points for setting up
a state-of-the-art accelerator and calculating its actual performance. Once the accel-
erator design is finalized the devices are often robust over decades as a tool for
providing beams for applications.

2.2.3 Laser and Plasma

The need for miniaturisation of accelerators drives a very recent approach for particle
acceleration. The physical idea goes back to one question: How small can the accel-
eration structure be? There are plenty of self-arranging microscopic structures with
high electric potentials in nature. These structures have to obey a certain degree of
coherence and external control to accelerate a particle beam in a technically controlled
manner. Definitely the waves of a light amplification through stimulated emission
(Laser) light source fulfil these requirements, but also plasmas feature such structures.
Besides the two established types of accelerators discussed in the last two sections,
this defines a few new approaches promising further miniaturisation and increased
(length) specific acceleration. These approaches find their physical origin in the
extreme electric field gradients related to the small structure sizes occurring in Laser
beams and plasmas, offering the prospect of orders of magnitude increases in specific
acceleration. The field is still relatively new, but a few successful devices in the
scientific context exist, each with its own focus of research. Reference books are not
available, hence the reader can only be referred to journal publications and reviews
(Macchi 2017; Badziak 2018; Popp 2011; Olsen et al. 2016) to name only a few.
Lasers are themselves beams but with different physics compared to charged
particle beams as we will discuss in Chap. 3. Photons cannot be accelerated (speed
of light limit) or increased in particle energy (maybe via gravitational waves in the
far future) via an accelerator technology. Lasers always have a fixed photon energy
defined by a certain laser transition in a source material, e.g. the Nd-Glas or the CO,
laser. The photon energy defines the oscillation frequency of the electro-magnetic
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wave associated with light. The photon flux density or intensity, respectively, equals
the amplitude (voltage) of these oscillations. Externally pumped/powered Laser cells
amplify this initially low beam intensity. The extreme intensity required for Laser
accelerators represents a challenge for any optical material used for mirrors and
optics. Even dielectric mirrors absorb ~0.1% of the incoming radiation, leaving a
relevant heat load on the surfaces considering the extreme Laser power density. A
technical setup called Chirped Pulse Amplification uses a combination of spatial and
temporal beam widening of the Laser beam to shift this technological limit into the
Petawatt (10'> W) region with Laser spot diameters <1 mm.

Plasmas represent a quasi-neutral combination of free electrons and ions. They
rely on the same principles as the accelerator types discussed above due to their
response to electro-magnetic forces. The quasi-neutrality defines along a spatial
scale of charge neutrality, the so-called Debye-length A;:
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With the plasma electron density 7., its electron temperature 7., and ion temper-
ature 7T;, and the physical constants e, &y and kz. Equation (2.12) represents the
e-folding length within which the plasma shields an electric charge to the outside. In
contrast to particle beams, plasmas require fulfilling a set of survival criterions such
as the Bohm criterion of quasi-neutrality (Piel 2010). These limits in combination
with the interactions connected to a plasma being a mixture of differently charged
particles introduces resonances/collective behaviours of the plasma when powered
by external sources such as electro-magnetic waves, particle beams, or Lasers.

Via this transfer of energy, a Laser can produce a plasma upon impact on a light
absorbing material. In fact, a Laser can also induce a plasma in a gas, since light
represents a moving electro-magnetic wave the same limits apply as for plasma
sources (Sect. 2.4). Physically the absorption of light works via an energy transfer
of the electro-magnetic light wave to the electrons present in matter. The light wave
accelerates mainly the electrons via its electro-magnetic AC field. In matter, such
as our skin, the accelerated electrons quickly stop and we feel only the heat of
their energy-loss. We have to exceed some threshold for the electrons and/or ions to
become free and remain free, which is the requirement for a particle accelerator.

For this reason, Laser accelerators came up only about 20 years ago, when
powerful and short pulsed Lasers became available with the Chirped Pulse Amplifi-
cation technology (Nobel Prize 2018). The technology of light amplification some-
what limits the energy contained in a single Laser pulse. Reaching a higher power
density therefore requires shortening the pulse, since power = energy/time. When
fired for example on a thin foil or gas target, the Laser acceleration process works
by a combination of up to three different physical mechanisms (Macchi 2017). In
any case, the Laser accelerator builds up an all-in-one accelerator system combining
particle source and acceleration with the special trait of delivering short-pulse beams
connected to the short pulse driver.
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Fig. 2.19 Left: Laser accelerator concept. A laser produces a plasma breakdown on a target foil.
Electrons are released, dragging a bunch of protons by their electrical field in the acceleration
direction. Right: Simulated proton energy distribution after the process. Courtesy of M. Biischer,
Forschungszentrum Jiilich GmbH

In the Target Normal Sheath Acceleration (TNSA) mechanism, the laser energy
heats up the target material and a plasma breaks down as depicted in Fig. 2.19. The
interplay of involved material (target thickness and density) and the Laser energy
yields plasma density and temperature. The thermal energy distribution of the plasma
produces free charges, but the resulting temperature is far away from the MeV scale.
Accelerating a bunch of particles into the MeV range requires the so-called pondero-
motive force. This force pushes the charged particles towards the location of lowest
AC field strength. This location is naturally behind the plasma as seen from the Laser
beam, since the plasma absorbs the light, leading to the “target normal” naming.
Since electrons have lower mass than ions, they follow this force first producing
a sub-population of fast electrons. These electrons induce an electro-static drag on
surface near ions. The magnitude of acceleration depends on the ponderomotive force
and with that on the Laser field strength/power density, but with PW class Lasers
peak energies up to the application relevant 250 MeV become possible (Esirkepov
et al. 2006). Depending on Laser wavelength and the plasma density the plasma
changes its optical properties between absorption, transmission, and reflection of the
Laser beam. As always for light, the fundamental equation Reflection 4+ Absorp-
tion + Transmission = I holds true. Transmitted power will not contribute to the
acceleration, requiring a fine-tuning of the Laser for an optimal feeding of the fast
electrons. For too high plasma densities the plasma reflects the light, for too low
density the plasma becomes transparent and the Laser energy cannot be absorbed.
The many intermediate steps TNSA requires in between light and particle acceler-
ation limit its energy efficiency. Furthermore, probably due to spatial effects, the
resulting charged particle beam features a broad energy distribution with most parti-
cles having substantially lower energy than the peak value, see Fig. 2.19 right. These
undesired technological limitations call for other mechanisms.

Absorption represents not the only mechanism of energy transfer from light to
particles. Upon reflection, the photons induce a pressure onto the reflecting surface
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by conserving momentum. This mechanism was proposed for space travel with so-
called light sails, but works on smaller scales for ion acceleration as well. Plasmas
can act as mirror, reflecting light above a certain so-called cut-off wavelength A, due
to the collective behaviour of the electrons. In this case the light cannot propagate in
the plasma, which equals a plasma refractive index of zero (Piel 2010). This happens
when the light wavelength is larger than A, given by the so-called cut-off electron
density n..u, see (2.13). The higher the reflection efficiency, the less fast electrons
are produced since their acceleration requires an absorption of the light energy in the
plasma. In the TNSA parameter range, radiation pressure acts together with TNSA
mechanism.
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In contrast to TNSA, a radiation pressure dominated acceleration first requires a
thicker target, which cannot be tunnelled by the light. The Laser then punches a hole
into the thick target pushing out a disc of accelerated particles. To find a regime of
pure radiation pressure acceleration we require a target thin enough so the accelerated
particles at the front (irradiated side) reach the backside of the target before the end
of the (short) Laser pulse. The thinner the target, the less mass has to be accelerated
with a given Laser pulse energy and consequently the higher the energy per particle,
which is what we want. The technological challenge of this light sail mechanism is
the balance between a short light wavelength Ajign necessary for reflection on the
thin targets (reflection requires target thickness d > Ajign,), the target thickness, and
a high Laser pulse intensity required for reaching a plasma density above the cut-
off density (2.13). The radiation pressure accelerates a sailing quasi-neutral plasma
disc from the target. The quasi-neutrality of plasmas makes electrons and ions move
together at equal velocity in a bunch of enormous density (compare the density of a
solid to typical ion beams by yourself), but it represents an upper limit to the Laser
pulse intensity given by (2.14). The right hand side of (2.14) represents the limit of
the Coulomb force between electrons (density n,) and ions keeping the quasi-neutral
plasma together (for an ideal plain disc of thickness d). For a light electric field
strength Ejigpe (equivalent to an intensity /1 4r) €xceeding this limit, the light electric
field allows the electrons to leave the ions. This breaks the quasi-neutrality leaving
two highly charged particle bunches which disintegrate due to the inner electro-static
repulsion. In conclusion, the light sail mechanism requires a perfect alignment of
light wavelength, Laser pulse intensity, pulse length, target, and geometry.
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The third mechanism of Laser accelerators requires a density wave of fast electrons
running through the target. The density wave has to be faster than the ion sound
speed in the plasma, resulting decoupling of this wave from the plasma ions. This
wave runs like a wall of electric-field variation through the plasma accelerating ions
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like a snowplough accelerates snow. The mechanism is called collision-less shock
acceleration since it works via the reflection from an electric-field variation, but its
physics are not completely understood, yet.

The beams of Laser accelerators feature very short pulses in the picosecond range
with intensities exceeding 10! particles per bunch. On the downside, there is only
limited flexibility in these parameters since the Laser pulse has to be short for deliv-
ering the power density required for the discussed Laser surface interaction processes.
Also the repetition rates, and with this the average beam current, have technical limits
in the order of 1000 pulses/s. The quick replacement of targets after each shot, e.g.
by rotating foils, gas targets, or liquid droplets represents a yet unsolved technical
challenge. The intrinsically high peak flux, potentially broad energy spectra, and
low time averaged flux are in conflict with many accelerator applications discussed
below due to e.g. detector technology.

Besides these Laser based acceleration methods producing plasmas as a part
of the energy transfer process, a plasma can also directly accelerate particles. This
acceleration relies on the so-called electron-density wave mechanism, an independent
acceleration technology. Think of a cloud of charged particles travelling through
a plasma: A wake of charge separation will follow it, generated by the different
response speed/inertia (mass difference) of electrons and ions. The faster electrons
leave the slower ions behind, forming local charged regions as shown in Fig. 2.20. The
separation of charges equals an electric potential similar to the wake of a speedboat
inducing a gravitational potential energy by displacing water. This potential structure
moves together with the driving cloud, which could be for example an electron beam.
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Fig. 2.20 Tllustration of a plasma wakefield formed in a lithium vapour plasma. A driving beam
(right) induces density waves in the plasma electrons (blue). Particles moving inside these density
valleys (arrows) feel the electric field generated by the local electron deficiency. By Rasmus
Ischebeck at English Wikipedia, CC BY-SA 3.0, via Wikimedia Commons
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A second so-called witness beam (this is the beam we want to accelerate) following
the driving beam in the correct phase alignment in the well behind the beam front,
as indicated by the red arrows in Fig. 2.20, rides on the wake-field like a water-skier
following the speedboat on its stern wave. Residing in this phase equals a continuous
acceleration via the constant field gradient as seen in the co-moving frame.

Lasers or particle beams power the accelerating plasma wake-field by travelling
through this plasma, see Fig. 2.20. Bunched ion (=Proton), electron, or Laser beams
drive the charge separation in the plasma. Proton beams have the advantage of low
straggling and higher momentum, better conserving the wake-field properties over the
acceleration length. The proton mass on the other hand requires significant energy
of at least a few 100 MeV in order to provide a relevant velocity. Electrons and
Laser beams offer technological advantages in terms of energy efficiency in this
respect, making them more promising for applications outside science. In contrast
to the all-in-one system of Laser accelerators, the plasma accelerators form a plasma
acceleration cavity in its application similar to AC cavities.

Acceleration gradients > GeV/m become possible, exceeding the current techno-
logical limits of AC accelerators by at least an order of magnitude. The AWAKE
device (see related publications under https://awake.web.cern.ch/publications) as a
pilot project of plasma acceleration technology uses a 200 MeV proton driver beam
in a 10 m long Rb plasma heated by a co-axial laser beam for accelerating a 15—
20 MeV electron witness beam to a few GeV. By using even higher energy protons
(Bracco et al. 2014), this technology opens up an option for producing electron beams
in the order of 500 GeV, effectively mitigating the physical (Bremsstrahlung) and
technical (acceleration gradient) problems of accelerating electrons to high energies
by connecting them with proton acceleration technology. The witness beam currents
remain small (nA in the above example) since only a small part of the driver beam
energy can be converted to witness beam energy, since the load induced by the
witness beam onto the wake-field would continuously reduce its velocity which in
turn broadens the witness beam energy spectrum via dephasing. The whole setup
with its two supporting accelerators, the Laser beam, and the limited efficiency may
be a tool only for reaching higher electron beam energies for fundamental particle
research, but it is also only a pilot device.

Besides acting as all in one or as acceleration cavity Lasers can also be used
for other functions in AC or DC accelerators. Electron accelerators, for example in
FEL accelerators (Sect. 4.3.3), already make use of laser based electron emission in
ultra-short pulse electron sources, combining the advantages of both technologies.
The compact source region defined by a focussed laser beam leads to high beam
quality (low emittance) and the Laser pulses result in bunches shorter than possible
with any other method. The release of particles with the Laser surface interaction
process connects the charged particle pulse length to the Laser pulse length. Electrical
switching and bunch compression in classical accelerators has typical pulse length
limits in the range of >100 ps. Laser source deliver orders of magnitude shorter pulse
length. Short pulses are of particular interest for time-resolved investigation of very
fast processes with the help of accelerator-based analytics, see Sect. 7.1.
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In conclusion, Laser accelerators and plasma cavities could develop to valuable
tools of accelerator technology and in a few special scientific case they already are,
as discussed above. Extensive developments are still required towards application as
established tools, in particular for the Laser accelerators it appears the optimal phys-
ical scheme is yet to be found. Whether these tools have the potential to substantially
reduce accelerator sizes depends also on the supporting aggregates, e.g. Lasers, and
their efficiency. In the next section we will discuss more details on the technological
differences between the three accelerator classes discussed. Expecting the same beam
“product” from a Laser accelerator as from a classical accelerator is like expecting
an electric car to be identical to a combustion car. The Laser accelerator technology
is simply a different technology and niches which tolerate its deficiencies (e.g. the
broader energy spectra) and value its advantages (e.g. the short pulses) will be found.

2.2.4 Electric and Spatial Efficiency of Accelerators

The efficiency of a process is, in particular in its application in a production envi-
ronment, the determining factor for its usefulness and practicability. As such, the
tool accelerator needs to efficiently deliver charged particle beams. The measure of
efficiency strongly depends on the particular application and its boundary conditions.
Besides electrical/energy efficiency also dimensional compactness or specific accel-
eration, respectively, is a decisive factor. Larger accelerators require larger buildings
and vacuum systems, inducing secondary problems. Both efficiencies also directly
couple to the cost of an accelerator system and its operation and therefore also the
specific costs of its service or product. The three main groups of accelerators (DC,
AC, Laser) presented in this section, each with a set of sub-groups of devices, are
very diverse in their different efficiency aspects.

We take quantitative look into the efficiency. DC accelerators offer the highest
electrical efficiency, with typical application values between 70 and 98%. Behind
the scenes, DC accelerators also rely on AC frequencies for transformation and
electrical/galvanic separation in their initial stages, but the technological restriction
in this part are significantly less relevant than for pure AC accelerators. On the
other hand these accelerators suffer from the technological difficulty of discharge
breakdowns, limiting their specific acceleration. Table 2.3 demonstrated theoretical
limits of 80 kV/mm = 80 MV/m, but discharge avoidance means the device grows
with beam energy not only in length but also in diameter. Practical difficulties result
in only some single MV/m for real devices. Electrical discharge phenomena, most
prominently the corona discharge, contribute a base level of electric losses only
dependent on the acceleration voltage. For low beam currents at the MV level, e.g.
in analytics, the effect dramatically limits the efficiency. For applications below MV
the losses become negligible and only the voltage transformation and rectification
limits the efficiency.

AC accelerators are a compromise between electrical and spatial efficiency.
Modern solid-state generators for the MHz range achieve electrical efficiencies in
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the order of 25-70%, already substantially better than old vacuum tube amplifiers
with values of about 10%. This comparably lower energy efficiency is contrasted
by extremely improved spatial efficiency. A modern, superconducting cyclotron can
deliver 250 MeV ion beams with a device of about Sm diameter. In this example we
achieve an effective specific acceleration of 50 MV/m (although of course the protons
travelled a much longer path), but values in the order of 10 MV/m are becoming stan-
dard for constant wave devices and up to 100 MV/m become possible with pulsed
operation. The technological limitation for AC accelerators lies rather in the electrical
resistance and quality factor, compared to DC accelerators.

Power losses inherent to the transport of AC with high frequencies due to the skin
effect and other AC physics represent a technological disadvantage of this accelerator
type. For a given conductor, the effectively conducting skin layer thickness reduces
with the square-root of the AC wavelength. At the same time higher frequencies
(=shorter wavelength) reduce the spatial dimension of an AC accelerator due to a
proportional reduction of the resonance length (Fig. 2.10). This reduction in reso-
nance length increases the specific acceleration. Higher specific acceleration leads to
secondary benefits for the size and cost of beamline, vacuum, and beam focussing.
The competition of these scalings in the space between performance and costs could
be worse, but only in science, where only specific acceleration (=performance) is
relevant, due to its impact on the maximum achievable beam energy, the compro-
mise is easy to resolve (reaching e.g. one GeV with 10 MeV/m = 100 m length). In
applications, not only the performance but also the costs and competing technological
options have to be considered before deciding for an AC accelerator. Unfortunately,
not even superconductors can solve this technological issue completely, as finite
conductivity effects occur. A large interest in efficient AC generation at high powers
and frequencies for wireless communication will further improve the energy effi-
ciency of AC accelerators, potentially lifting them to the values of DC accelerators,
but due to the different loss mechanisms (corona vs. skin effect) energies up to some
MeV will probably always be the domain of DC and energies >20 MeV the domain
of AC accelerators.

Laser and plasma accelerators represent the other end of the efficiency scale.
The technological limits of AC and DC accelerators do not apply to Laser and
plasma accelerators, but other limits arise. The devices are extremely small, with
field strength of up to some 100 GeV/m. The technology offers completely new
applications with a potential for table-top sized accelerators, not considering the
extensive aggregates required though. This compactness is on the cost of a low elec-
trical efficiency. Already the initiating laser beams are produced with a maximum of
~30% energy efficiency. On top of that a relevant amount of energy is lost to ther-
malisation in the beam interaction zone. In Laser accelerators about 10% of the Laser
energy contributes to the generation of the required fast electron population. Another
large factor is lost to unusable parts in the charged particle energy spectra, which are,
so far, by orders of magnitude broader than in AC and DC accelerators. In the end,
some 107°% of electrical efficiency remains for producing a beam similar to what is
known from AC or DC accelerators. It has to be admitted, that this technology is still
under evaluation and development with high potential in new physical acceleration
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schemes and increased Laser powers, but the technological aspects of its efficiency
losses will probably only be weakened. The physical processes behind Laser and
plasma accelerators are not fully understood, therefore their specific technological
limits might change in the course of development. With the low efficiency, also only
lower average beam powers are reached compared to AC and DC accelerators.

2.3 Ion- and Electron Beam Optics

Charged particle beams, this means ion and electron beams, are ensembles of indi-
vidually moving and interacting objects. These ensembles can be a few or very many
individual particles, each having its own properties, trajectory and energy. A certain
similarity or range in particle trajectories and kinetic energies allows us to call them
a beam, yet there is no clear limitation in these ranges. Similar to a group of people
bunched together in a tram (Fig. 2.22), the individuals in this beam ensemble still
slightly differ in their properties from the ensemble-averaged values, which we actu-
ally call the beam properties. To a certain extent, this individuality is tolerable, yet
there is no tram without a solid cabin giving technical limits to it. The cabin is
required to restrict the individual movement, keeping the members of the ensemble
bunched together. While it would be a catastrophe to lose some people travelling
in a tram, certain losses are not critical in particle beams and actually losses are
completely unavoidable as a result of the fundamentals of statistical distributions
of particle properties. Nevertheless, particle beams need a confinement otherwise,
too many particles are lost unused introducing secondary problems. Since charged
particles will neutralise and disappear upon contact with solid walls, charged particle
beams require a contact free confinement by electro-magnetic fields and a vacuum
beam tube diameter significantly larger than the beam diameter. The description and
layout of this confinement is the subject of beam optics.

The description of the beam movement either considers the movement of single
particles with individual properties or the beam collective with certain distribution
functions. In both cases, longitudinal motion describes the components in the beam or
acceleration direction, respectively, and transversal motion depicts the perpendicular
plane (towards the vacuum vessel walls). A beam is naturally not a point like entity,
but for designing the beam path we require a track. Similar to a tram we need a
closed track connecting start and destination in an ideal fashion. This track defines
the beam centre and, by definition, the ideal particle having ideal starting conditions
follows this ideal path. A description of beam optics firstly covers this ideal particle
and then considers if and how the non-ideal particles follow the ideal path and how
many of them will be lost.

Electric and magnetic fields induced by so-called beam optics such as magnets
and deflectors confine the particles in the transversal direction. The longitudinal
direction is not always relevant, in particular for DC accelerators, or it is mostly
confined by the accelerator itself as discussed with AC accelerators in Sect. 2.2.2.
The confining fields keep the overall energy stored in the beam constant. If a charged
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particle enters a magnetic field its kinetic energy remains constant, but it is only
redistributed to different directions. Static electrical fields work in a similar fashion, as
we already learned in the beginning of Sect. 2.2.2, Coulombs law tells us a repetitive
passage through electro-static fields cannot change the beam energy more than a
single passage. For these reasons the forces behind the confining fields/devices are
called conservative.

The beam particles oscillate in the transversal directions around these confining
fields since conservative forces cannot change or remove the transversal kinetic
energy and typically also no other strong friction or damping mechanism exists,
respectively. Therefore, sine/cosine-like equations describe the single particle trajec-
tories in an accelerator. The respective equation of motion in the transversal directions
x and y is a function of the position in the accelerator s (particle source: s = 0) as
described by (2.15)

x, y(s) = Ay B(s)cos(d(s) + ¢o) (2.15)

With phase ¢, phase-shift ¢, an amplitude factor A, and a function 8 describing the
beam optics acting throughout the beam path. The coordinate s is the relative longi-
tudinal coordinate along the ideal track of the beam in the accelerator system starting
from any point defined as s = 0, for example the charged particle source. For straight
tracks this equals a Cartesian coordinate system, but for curved tracks this coordinate
transformation reduces the mathematical complexity along with introducing a truly
straightforward quantity.

With sufficient understanding and adequate equipment, the accelerator design
limits B to avoid values of x and y become larger than the vacuum vessel dimension
at any point s. The B function condenses the combined effect of all beam optical
elements to a single mathematical function. A physical connection of charged particle
beam optics to the geometrical light optics will ease understanding the mathematical
concepts but also allow for an improved practical understanding of how to construct
an accelerator system. Designing f is the field of beam optical elements. Measuring it
requires analytical elements, which will be discussed as the last point of this section.
These analytical elements actually determine x(s) and y(s), hence also the o factor
can be determined. The above statements on conservative forces leave us basically
no freedom for influencing a given o, making it a beam quality factor. In the next
section, we will come to know it as the emittance.

In the end, the difference between the ensemble properties and those of the indi-
vidual particles is just a matter of perspective. The ensemble bears the power, making
it more relevant for applications. The single particle motions are still buried behind
the ensemble values we are interested in. The superposition of all single particle
motions forms the beam envelope, its outer boundary. Consequently, the general
motion described by (2.15) applies equally to a single particle and the ensemble.
The ensemble represents the integral over all individual properties, namely the indi-
vidual amplitudes « and phase shifts ¢, averaging out the individual oscillations.
While an AC accelerator allows only for limited ranges of phase shifts due to the
resonance conditions, a DC accelerator implies no phase restrictions, leading to a
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Fig. 2.21 The normal distribution with two different standard deviations of o = 1 and o = 3. The
standard deviation describes how broad the distribution is. For example in a particle beam with
larger standard deviation less particles will be found in the centre and more towards the outside.
68.27% of all particles can be found within —o to +0, 95.45% within —20 to +20, 99.73% within
—30 to+30 ...

complete smoothing of the oscillations in the ensemble view. Consequently, the
technical freedom we bear for forming the beam to our applications needs relates
to constructing the B function and finding a way to start with minimal amplitudes o
(see Sect. 2.4).

A beam comprises a large amount of particles and if few of these are lost it will be
negligible for the application. Naturally, the large numbers (1 A equals 6.25 * 108
particles/s) make beam optics calculations also a statistical problem. Hence, we
can never describe all single particles with an ensemble description, but only a
certain share of them. The normal distribution describes the statistical distributions
of charged particle beams in most cases. Figure 2.21 plots two different instances
of this statistical function. The dimension axis could be any properties, for example
the transversal dimension of the beam, its energy distribution, or the distribution of
starting points of individual particles with respect to the beam centre. It is important
to note: The normal distribution is based on exponential functions, therefore we can
always find particles outside a certain boundary. When describing beam properties
we usually refer to the so-called 1o ensemble. This refers to all ensemble particles
having a property within a range of +10 of the central/ideal value. In other words,
only 68.27% of the beam particles are within the given value. If we want to describe
a larger fraction (more o’s) of the beam, the range of the value will increase accord-
ingly with a mathematical connection given (ideally) by the normal distribution (see
Fig. 2.21).
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Fig. 2.22 Central beam optics terminology in a train. The train/beam moves along the longitudinal
axis on a track defined by the beam optics. Its volume or passenger capacity is fixed and represents
the phase space occupied by the beam. The density of seats in this volume represents the inverse
beam emittance
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2.3.1 Emittance and Betatron Function

The particles travelling together in a beam all occupy their individual position in
the so-called phase space. The degrees of freedom relevant for the movement of the
beam in the electro-magnetic environment of the accelerator define the dimensions
of the phase space. The three positional and the three momentum vector components
relative to the ideal beam particle span the phase space. The position in the phase
space completely describes a single particles movement in a given accelerator with
known S-function. The superposition of all individual particles in the phase space
yields the beam ensemble phase space corresponding to its size in real and momentum
space. The phase space can be understood as a tram moving along the ideal track, see
Fig. 2.22. The tram moves mostly in the forward direction, but the passengers inside
the tram can still move in all directions and stand or sit wherever they want during
the ride, in the given boundaries of the tram cabin size. The combination of this
information with the knowledge of the layout of the beam track allows calculating
the complete evolution of the particle movement and beam properties throughout
the accelerator system. The problem of beam behaviour reduces to knowing two
quantities we will discuss in the following.

The phase space cannot be filled to an infinite extent by the particle beam, all parti-
cles have to sit in a certain volume of the phase space tram, the confined volume. This
is easy to understand with a limiting case example: A particle can sit in the spatial
centre of the tram (ideal) at the starting point, but if it has a transversal momentum
component it will diverge from the ideal path, increasing its distance to the beam
centre. For large transversal momenta it will leave the beam by annihilating with
the surrounding vessel walls before reaching the final target. A limited transversal
momentum has to be acceptable (less than it takes to leave the tram cabin before
reaching the target), otherwise the beam would be unable to contain (the statistically
distributed) particles. The same holds true for a particle with zero momentum differ-
ence sitting outside the confined phase space. The accelerator system has to be able
to cover deviations from the ideal particle for all quantities within its technical limits.
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The size of the confined phase space volume (i.e. the tram cabin size), e.g. for the
transversal momentum, will be defined by the properties of the beam optical system.

Before the technical aspect, we first take a look at what we are talking about. Phase
space can be defined in real space quantities by the position offset (x, y) and diver-
gence (x', y') of an individual beam particle in both transversal directions (perpen-
dicular) to the ideal direction of motion (s). In the case of bunched AC beams, the
coordinate relative to the bunch centre, and the deviation from the ideal momentum
(given by the beam energy and species) have to be considered additionally. For DC
beams this coordinate has no meaning since DC beams are by definition longitu-
dinally constant. We could also define the phase space along other quantities, such
as transversal momentum instead of divergence, but our choice should be oriented
along measurable quantities. Our phase space now becomes a 6-dimensional space
consisting of 3 space and 3 momentum-like dimensions forming a vector as given in
(2.16).

Offset inx
Divergence inx = x’
X — . Offest %ny , 2.16)
Divergence iny =y
Offset in s

Relative momentum offset

Each beam particle has an individual vector X, leading to an individual track.
Figure 2.23 demonstrates this at the example of a deflecting dipole magnet passed
by an ideal and an offset particle with divergence x'. This individual X represents
a single point in the 6D phase space. The beam optical and acceleration devices
guide all particles of a beam along the accelerator system. This guidance depends
on X. The smaller the values of X compared to the beam energy and device size,
the more similar the individual tracks will be and consequently the smaller the beam
diameter. The individual rows of X can change along the particle track, but since the
rows are coupled (divergence leads to displacement and vice-versa) via beam optical

dipole magnet

Fig. 2.23 Sketch of the difference of ideal particle to other beam particles with non-zero X. Non-
ideal particles start at an arbitrary point with displacement x and angle x’ to the ideal particle. In an
optical element such as a dipole this leads to different deflection.
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elements, the length of the vector X is characteristic for a particle and conserved by
beam optical elements, if normalised properly. For example a particle with a high
transversal momentum will necessarily also reach higher transversal displacements in
its oscillating movement, similar to a pendulum oscillation amplitude is connected
to its initial displacement. At the maximum displacement both beam particle and
pendulum have the smallest (transversal) momentum due to the conservative nature
of the movement controlling fields in both cases.

Mathematically speaking: The beam optical system lets the particles rotate in
phase space around the X = 0 vector during their movement through the accelerator
system. The superposition of all individual tracks equals the beam envelope, the
quantity of interest for the application. Up to now we have no idea why and how
the individual particles start with different X, or in other words, we have no idea
of the distribution function of X. The large number of particles in a beam and the
central limit theorem allow for an educated guess, though. The normal distribution
usually describes the distribution of X very well, leading to a normal distribution of
individual points X in phase space.

Coming back to the analogy of the confined phase space and the tram wagon:
People can leave and enter the tram at each stop. A particle beam has only two stops:
It starts at the source and ends on the target, where it is used for an application.
Consequently, this does not allow any new passengers, or charged particles, to enter
the tram after it has left its source. In physics, this is called Liouvilles Law, stating
that the density in the momentum space can only be increased if the density in real
space is reduced and vice-versa. Consequently, beam focussing reduces the beam
dimension but increases its angular divergence and vice-versa. Adding new particles
to the beam would increase both momentum and real space density and is therefore
physically impossible.

Besides the statement that it is impossible to enter or leave the tram during the
journey, the tram also has a fixed amount of seats per wagon. A particle beam has
a similar quantity called emittance. The emittance states the distribution width of
momentum and position (vector X) of the individual particles difference from the
beam average. This equals the phase space volume covered by the beam. A larger
difference equals a lower density of particles in the phase space, a given amount of
particles distributes over a larger phase space volume. A low emittance corresponds to
a high density of particles in the confined phase space making it generally desirable.
High emittances lead to lower beam density, larger devices, and reduced performance.
The emittance can also be understood as a beam temperature. Similar to the ideal
gas law equation (2.1), a high temperature corresponds to a lower particle density at
a given pressure.

Figure 2.24 illustrates a 2D extract of the phase space representing only the first
two rows of X (2.16). A certain amount, say 1o, of all beam particles can be found
within the enclosed area. At the given position s in the accelerator system this 1o of
particles feature a maximum angular deviation x"p,x and a maximum displacement
Xmax from the ideal track. These values define the beam envelope. Focussing the beam
would rotate the phase space ellipse, with a minimum size reached with an upright
ellipse (a focal point or beam waist).
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Fig. 2.24 1D phase space volume of a beam with maximum radius xmax = 1.5 mm and maximum
divergence of x'max=1.5 mrad. The phase space ellipse form depends on the position in the
accelerator system, but its enclosed area remains constant

From the beam ellipse we can calculate the phase space volume which corresponds
to the emittance ¢ for a certain share of n o’s (n = 1 equals 68.27% for each axis,
see Fig. 2.21) of the particles via the following equation:

e’ = ”2\/x§1axx£ax — x4 tan’(a) (2.17)

The emittance is a measure for the deviation of the particles phase vectors from the
beam average, hence increasing the beam average makes the individual deviation less
dramatic. It is a bit like a train moving at relativistic speeds in one of these popular
science books about Einstein’s relativity theory, just that moving at relativistic speeds
is very possible for a charged particle beam. From the laboratory point of view, the
time dilatation slows the beam particles relative motion. In the co-moving frame
of the beam nothing changes in between the particles, hence this effect is called
Adiabatic cooling (no exchange with the surroundings). If our tram in Fig. 2.22
moves faster, it reaches its target faster and we have less time to reach the cabin
boundary with a given transversal velocity, a larger transversal velocity becomes
acceptable. The normalized emittance cancels this relativistic effect by considering
the particle velocity v:

oxom = L= Y
T A= -

In addition to this passive method of reducing emittance, also active methods were
developed to reduce beam emittance. Usually the application defines the beam energy,
hence the possibilities of adiabatic damping bears no technical freedom. Three main

(2.18)
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classes of methods were invented, but due to their complexity they are seldom found
outside science. In medicine, industry, and most scientific applications, the emittance
problem is literally addressed at its source. The concepts of active emittance cooling
are specific to the beam species and accelerator type. Good elaborations of the details
can be found in beam optics literature, e.g. (Hinterberger 2008). For the cooling of
ion beams, the ions are directed through a bath of cold electrons. When jumping
into the bath, the ions have to have a very small relative velocity difference to the
bath, otherwise it is water skiing. Therefore, the bath is actually a beam of fast,
yet low beam energy (due to small electron mass) electrons. If the temperature of
this electron beam is lower than the ion beam temperature, thermal equilibration
cools the ion beam. Obviously, this bathing cooling method is not applicable to
electron beams, since these are already the lightest charged particles. Electrons on
the other hand easily reach highly relativistic velocities where they effectively emit
bremsstrahlung (=synchrotron radiation) upon acceleration (2.11). Bremsstrahlung
occurs naturally in bending magnets, but it can also be deliberately applied as we will
see in Sect. 4.3. The emission power of this Bremsstrahlung strongly depends on the
kinetic energy and hence the faster part of the thermal spectrum releases more energy
than the slower part, inducing a cooling effect, the radiation damping. Finally yet
importantly, the phase space nature of emittance enables reducing emittance not only
from the velocity side, but also from the spatial deviations from the ideal beam path.
The so-called stochastic cooling exploits this by actively kicking particles which are
off track back into their ideal path.

The emittance limits many accelerator applications to a certain extent in minimum
device size and maximum beam power density. The conservation of emittance makes
it an important yet hard to optimize quantity. Still we can change its technically
relevant result, the beam envelope size. This important connection is described by
the betatron function B(s). The betatron function does not describe whether the
particles have to move left or right, it rather connects the abstract idea of the 6D
phase space with beam dimensions in real space. Figure 2.25 displays an exemplary
betatron function in a series of beam optical elements and the s-coordinate resolved
transversal (8, and 8,) betatron functions resulting from these optical elements. The
beam envelope then derives from the given betatron function, the emittance, and
(2.19). Beam optical elements define the betatron function, allowing tuning between
size and angular divergence of the beam (smaller size = larger divergence due to
conservation of emittance). Hence, a significant aspect of accelerator development
relates to the construction of low emittance charged particle sources (see Sect. 2.4)
and the conservation of emittance.

Xmax () = V€ * B(5) (2.19)

Finally, we have all concepts at hand to describe and influence the technically
relevant quantity, the beam dimension. As demonstrated in Fig. 2.26, a beam tube
can only fit a certain beam size as described by (2.19). Considering the beam particle
offset in the transversal direction to follow a normal distribution (Fig. 2.21), a share
of the beam will always be lost to the vessel walls. The beam tube acts as an aperture
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Fig. 2.25 Horizontal and vertical betatron function 8 and dispersion D in a synchrotron accelerator
unit cell. The filled upper rectangles represent horizontally focussing and the lower rectangles hori-
zontally defocussing quadrupole magnets. The open rectangles are dipole magnets. The betatron
function clearly shows the connection of focussing in one and defocussing in the other direc-
tion already discussed for cyclotrons, but also typical for quadrupole magnets. Reproduced from
Hinterberger (2008), page 280 with permission by Springer
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Fig.2.26 Transversal beam dimension in a beam tube of diameter d with a focussing element in the
centre (grey rectangles). On the left hand side a significant part of the beam lies outside the chamber
limits. This part is lost, reducing the beam emittance to the acceptable limit, but also reducing its
current. Focussing reduces the beam diameter, but it increases the divergence requiring another
focussing element after 2 times its focal length

cutting down the beam to fit inside. This means a loss of beam current, but a relatively
larger tube reduces the losses. The accelerator system acceptance states the maximum
emittance the beam system can transport with a given betatron function (solving
(2.19) for ). Usually there are only a few critical points where the betatron function
is largest or the beam tube diameter is smallest. A deliberately placed aperture limits
the xmax, fixing the location of this cut of the phase space to a technically adapted
device. For example, a beam tube diameter d = xn,,x Will cut everything outside the
lo range (100% — 68.27% = 31.73%) of the beam distribution, if x;,,x Was specified
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with a 1o emittance. Higher emittances or smaller beam tubes will further increase
losses to the system boundaries/vacuum vessel walls. Since € only defines a certain
share of the beam particle ensemble, losses are practically unavoidable. This has
quite important implications for radiation safety, see Sect. 2.7, and long beam-lines.

The losses also provide us means to measure the emittance. A variable beam tube
diameter, for example with movable aperture sizes or by moving a wire through
the beam, allows measuring the beam emittance by recording x,,,, and the beam
current lost to the analytical device. Several points are required to be able to solve
the equations due to the many parameters required for outlining the phase space.
Measurements at several points on the other hand require knowledge of the transfer
functions (the effect of beam optics) connecting the different points. More details
will be discussed in the following sections.

In this section, we discussed only the simplified so-called linear approxima-
tion of beam optics. For example, we assumed a dipole magnet to feature only
dipole effects, neglecting possible multipole components (quadrupole, sextupole,
octupole...). Furthermore, space-charge effects originating from beam ensemble
self-interaction due to intra-beam scattering were neglected. Finally yet importantly
practical aspects have an important impact on beam optics. Alignment errors and stray
fields induce additional deflecting components and track offsets leading to non-ideal
behaviour of the beam optical elements. A beam optical calculation allows for an
assessment of the possible magnitude of these effects. Larger scientific accelerators
foresee correcting optical elements in the beam path. In accelerator applications the
accelerator device length are often limited and higher order beam optical aspects
only reach a certain relevance for very small or large beam diameters or high beam
densities/currents.

The above discussion of emittance and betatron functions shall grant the reader
the grace to accept the things that cannot be changed, the basis to change the things
that can be changed, and the wisdom to distinguish the one from the other. The
beam optical treatment in this book intentionally remains superficial. Only years of
studying and practical experience enable to contribute to the state-of-the-art of beam
optics or any other field, but a basic understanding already allows appreciating an
expert’s work and understanding layout concepts of accelerator systems. The math-
ematical complexity explodes for beam optics of real accelerator systems, requiring
anyways computer codes for evaluation. Numerous codes exist, ranging from older
scientific variants such as TRANSPORT over newer version. Also commercial prod-
ucts exist, for example the specific code Simion. Besides this, also a few general
electro-magnetic simulation tools such as OPERA or COMSOL allow for charged
particle electro-magnetic simulations. These finite-element based codes are rather
suitable for assessing the true properties of a single optical element rather than a
whole accelerator.
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2.3.2 Beam Optical Elements

Having defined the mathematical properties describing a beam, the next task is to
establish a control of the track and the shape of the beam. Basically, all accelerator
applications require the beam to be directed onto a target, changed in diameter, or
transported over long distances without relevant beam current losses. Consequently,
we require devices for deflecting and de-/focussing or in general manipulation of
charged particle beams, the so-called beam optical elements.

Until now no details on the beam particle species were mentioned. The particles
can be electrons, protons, heavier, or multiply charged ions or even some less common
particles from the standard model. Differences between charged particle species
restrict to quantitative differences in input data required for this formalism. Regarding
control of the beam, the main differences between all these different charged particle
species lies in the differences in particle mass and mass to charge ratio (e.g. -1838
for electrons to protons). This factor comes into play when the beam direction or
dimension is to be changed by a force, e.g. the Lorentz force. Heavier particles require
stronger forces and/or longer application of the forces compared to lighter particles.
Physically more complex aspects such as changes in ion charge or bremsstrahlung
are strongly connected with particle species, but are not covered in this purely beam
optical treatment.

The name beam optics originates from a similarity of mathematical formalism
with geometrical/ray optics of light. In geometrical optics, rays travel in straight
lines through homogeneous media and deflect at optical elements/lenses. The term
focal length completely describes a lens, making its behaviour concrete. Because
of the aforementioned geometrical aspects, all optical elements can be treated inde-
pendently. From these conditions, a matrix-formalism for the description of optical
elements derives. The effect of an optical system is completely described by knowl-
edge of the initial beam properties in the form of a vector or matrix, the matrices of
the optical elements comprising it, and a matrix multiplication of the beam vector
with all optical element matrices.

This formalism was adapted for charged particle beams. Similar to light optics, this
formalism only approximates the reality, neglecting not only self-interaction effects
such as space-charge or intra-beam scattering but also higher order aspects of the
optical elements originating from finite length, technical imperfections, and so on.
A correct treatment therefore requires computer codes. Nevertheless, geometrical
beam optics is a good approximation and allows understanding several important
features and physics of charged particle beam optics. In the last section we defined
the particle property vector X with six quantities according to (2.16). Extending this
concept to the beam ensemble requires a larger mathematical object. There are two
equivalent ways for obtaining this object. Either we extend the 6D single particle
vector X to a 6 x 6 matrix Mpe,m describing the beam as an ensemble of X. This
matrix describes the 6D phase space ellipsoid of the beam with the determinant of the
matrix representing the phase space volume. Every beam optical element changes
this matrix, but conserves its determinant, which equals the emittance. Alternatively,
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we have to find a function describing how the beam envelope changes throughout
the accelerator system, similar to the considerations done with Fig. 2.24. We can
find 3 functions, the so-called Twiss parameters but for the details of this Ansatz
the reader is referred to specific literature. As discussed in the last section the 6D
phase space volume represents an important quantity representing the population of
the individual beam particles. Multiplying the single particle vector X or the beam
matrix Mpe,m at position s = 0 with optical element matrices R yields the vector
or matrix after passing the element at position s, or in other words the translated
quantity:

X(s) = R(s) * X(0) (2.20)

MBeam (s) = R(5) Mpeam(0)R” (s) (2.21)

with RT the translated matrix to R. Many beam optical effects are easier to understand
in the single particle picture with its relative coordinates and, due to the mathematical
equivalence of treating the whole beam or its independent constituents, we will
stick to the single particle view. The simplest example of an optical element is the
drift-tube of length L with the transfer matrix Rpyr. Equation (2.22) tells us the
drift-tube effect is given by the off-diagonal elements, which are all proportional to
its length L. These elements state the spatial growth/shrinkage of the beam via its
divergence and momentum width. The momentum width Ap describes how much
the particle momentum differs from the ideal particle momentum corresponding to
the accelerator design energy. These size changes are proportional to the tube length
L, as geometrical optics dictates by the straight path rule.

Rpiify = (2.22)
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Applying (2.20) and (2.22) to an arbitrary particle yields the particle properties
after a drift of length L:
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Rpiife * X = y (2.23)
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Fig. 2.27 Three construction variants of a dipole magnet. The window-frame magnet (a) offers a
compact construction for large beam windows and high magnetic field homogeneity. The H-magnet
(b) eases the coil winding compared to the window-frame but requires more magnet iron (grey).
The horseshoe magnet (¢) eases installation with one side being open, but the open side increases
the field inhomogeneity resulting in less ideal behaviour

The multiplication of (2.23) describes a growth of beam diameter in x and y
direction by the drift length L and the divergence x’ and y'. The longitudinal (z
direction) length grows with the momentum spread, if the beam is not too relativistic.
In the limit case of v = ¢ the contribution to the longitudinal spread of the beam cancels
out, because different momentum only changes the effective mass in the relativistic
limit, not the velocity itself.

The first active beam optical element is the steerer, deflection, bending, or dipole
element, respectively. Figure 2.27 depicts several technical options for a magnetic
dipole element. In its basic functionality these elements change the direction of the
beam by a certain angle corresponding to a curvature of radius r( inside the element.
Technically, an electro-static deflector (a construction equivalent to a parallel-plate
capacitor) or a dipole magnet can induce the deflection; hence accelerator physicists
often call it just dipole. The deflection depends on all elements of the particle vector
X and the construction of the deflection element (Fig. 2.23). Charged particle beams
naturally feature certain energy and spatial width’, the phase space volume discussed
in Sect. 2.3.1. The deflection element generates different deflections for different X.
In other words, the dipole deflects particles, for example, from the left and the right
end of the beam to different end-points. Already this simple element demonstrates
the importance of looking beyond the “zero-th order” of a single particle. Depending
on whether the deflection element works by electro-static or magnetic fields it acts
differently on charged particles with different energy and momentum, see the Lorentz
force in (2.24).

FL(E,B)=Fgp+Fp=q(E+vxB) (2.24)

A homogeneous dipole magnet (no radial field gradient n or edge focussing) for
deflecting in the x-axis by an angle « is represented by (2.25). Here ro = py is the
ideal track radius in the element centre. The magnet acts as a drift of length L in
axial/y-direction, hence column 3, 4, and 5 of the matrix look exactly like the ones
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from the drift-tube (2.22). The cos(«) dependence on offset and divergence (first two
diagonal elements) tells us, this optical element induces different deflection for the
ideal particle and particles with non-ideal coordinates (non-zero X). From (2.24) we
can directly see a momentum offset Ap # 0 (=velocity Av # 0) will lead to different
magnetic forces Fp and hence different deflection. For offset or divergent particles,
longer or shorter path’ through the magnet will arise, leading to different effective
deflection angles o for these particles. The larger the deflection angle «, the stronger
the effect.

cos(a) posin(a) 0 0 0 po(l—cos())

—sin(a)/po cos(a) 0 0 0 sin(a)

0 0 1 L 0 0

Roipote = 0 0 01 0 0
—sin(@) —po(l—cos(@) 0 0 1 po<sin(a)—("/c)2>

0 0 00 0 |

(2.25)

The technical freedom in the design of dipole magnets regarding edge angle and
field gradient plays an important role for accelerators, in particular for cyclotrons
(Sect. 2.2.2). For the functioning of the cyclotron, the dipole elements literally
require a cutting edge. The edge focussing was a requirement for the working of
the isochronous cyclotron with its radial field gradient. Chamfering the entrance and
exit edge in a way that particles with transversal offset see a different path length
inside the deflection element leads to a focussing effect. In addition, also the distance
of the magnet pole shoes can be varied in the direction perpendicular to the beam. This
induces a field gradient inside the deflection element, which in turn changes the path
dependent deflection. The focussing characteristic is pre-defined by the construction
and therefore relatively inflexible, but the dipole magnet is the only single magnetic
beam optical element able to focus a beam in both transversal directions.

Quadrupole magnets represent the single function element for beam focussing.
A quadrupole features four magnetic poles with the opposing poles having the same
field-polarity. Their ideal matrix Rqu.q involves the strength factor of the focussing
magnetic field given by k (2.26) with the quadrupole tip field strength By, the radius of
the open diameter r,, (=distance centre to quadrupole tip), and the magnetic rigidity
Bp which is equivalent to the particle momentum p divided by its charge g.

B B
0o _ 2,4 (2.26)
rap(B:O) Fap P

With (2.26) the transfer matrix of a quadrupole element of length L and strength
k reads
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(2.27)

A single quadrupole magnet focusses only in one direction. In (2.27) the x-axis
features a negative contribution for the x’ component (2nd row) and a positive for
the y’ component (4th row), namely it reduces the divergence in x and increase it
in y. In order to focus the beam in both transversal directions x and y we require
two quadrupole magnets rotated by 90° against each other (=inverted current flow
direction). The four non-zero x and y components switch for the 90° rotated element.
Each quadrupole will focus in one direction and defocus in the other direction. The
sum result is a focussing in both transversal directions, since the defocussing effect
is slightly smaller than the focussing effect (sin vs. sinh), see (2.27). This focussing
systemis called a quadrupole doublet or also the FODO (focussing, drift, defocussing,
drift) structure as shown in Fig. 2.28.

Thinking in the form of optics we can derive the focal length f in the focussed
axis of a quadrupole magnet from (2.26) and (2.27), giving us a practical estimate
for layouts of focussing systems. Equation (2.28) tells us the focal length f shrinks
with stronger, longer, and smaller open diameter quadrupole magnets and grows for
heavier particles.

| e ]

0° Quadrupole Drift 90° Quadrupole Drift
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Fig. 2.28 The quadrupole doublet or FODO structure. The upper line shows the horizontal, the
lower the vertical plane. Particle beams naturally feature a non-zero divergence, hence require beam
optics for confinement. Focussing, defocussing, and drift parts form the charged particle equivalent
of an optical lens. The FODO structure as a part of a unit cell allows for a confined or loss-less
transfer of the beam over long distances, e.g. several turns around a synchrotron storage ring
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(2.28)

The minimum beam spot radius achievable with a quadrupole and a given beam
type depends on the beam emittance ¢ and the quadrupole focal length. Analytical
applications require small spot sizes for scanning a sample surface with high spatial
resolution and production application reach higher beam power density with smaller
beams. As emittance (remember its units: m (length) times rad (angle)) is conserved,
the focussing basically squeezes the phase ellipse in Fig. 2.24 as much as possible
into the upright position. This decreases its size, but increases its divergence x’ due
to conservation of the surrounded area, leading to a natural connection between
small spot size and large divergence which equals a short focal length. To derive the
minimum spot size we create a FODO/doublet structure by multiplying the transfer
matrices

Raoublet = RQuad—Hor * Rpyrifc * RQuad—ver * Rprift (2.29)

Equation (2.29) assumes we start with a certain beam size xp,x and divergence
X'max (according to Fig. 2.24) at the FODO entrance, both identical quadrupole
magnets (both focal length f) focus in different transversal direction and have a
distance d between their centres (d > size of quadrupole magnet) and a distance s of
the last magnets centre to the focussing point. We assume a diagonal beam matrix
Mpeam €quivalent to a beam waist at the FODO entrance for simplicity and consider

only the x-direction with the first matrix element x2_ and the second diagonal element
2

X
2 2
xmax(s) = \/xéax<l - %) +xr/r%ax <d + S<1 — %)) (230)

We could continue in finding the minimum for s followed by solving for d or f, but
this becomes only mathematically exhausting. The main conclusions can already be
drawn from (2.30): The minimum spot radius x,,,.,(s) is defined by the beam emittance
(see Eq. 2.17) and the magnet strength. Stronger magnets will reduce f, but we have
to keep the distance d close to f in order for minimizing (1 — d/f). Technical reality
adds up, since if we decrease f by building longer magnets (L in Eq. 2.28) we will
increase the lower limit of d accordingly, but d has to be minimized too. Small spot
sizes therefore require high magnetic field strength and small beam apertures (which
is equivalent to smaller beam currents). If we would enter the FODO setup with a
minimal divergence (X', ~ 0) the aperture changes the emittance by defining xpx,
but the beam current reduces via the ratio of the areas of initial beam to aperture
weighted by the beam shape (e.g. normal distribution). The technological limit of
spatial resolution (=small spot sizes) comes down to technological limits of the
focussing strength and the beam quality. Additionally, practical devices never feature
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only pure quadrupole fields, but due to manufacturing and alignment, aberrations
increase the real minimum spot size above the one of an ideal lens discussed here.

All lenses steer: A general rule for understanding practical aspects of beam optics.
A beam entering a quadrupole lens off-axis will see a dipole field aspect due to its
proximity to one of the pole-pairs: The more off-axis, the stronger the dipole aspect.
This dipole aspect steers the beam in addition to the intended focussing. In extreme
cases, the beam shape becomes distorted, in critical cases resulting in a sickle shape.
A slight misalignment remains practically unavoidable; hence the steering effect
belongs to a focussing lens like cheese to pizza. The next section will discuss how
to become aware of this and how to find information for correcting the problem.

So far we discussed only magnetic optical elements. In applications, these are
mostly found with ion beams of at least some MeV, since magnets offer higher deflec-
tion strength required for heavier and faster particles. Electron applications usually
feature lower energies, which in combination with the lower particle mass allows for
applying electro-static elements. The workings are similar to magnetic elements, but
electro-static elements deflection strength decreases with particle energy (as electro-
static fields change energy but electric breakdown limits their voltage potential)
compared to the deflection strength decrease with particle momentum/rigidity p/q
(momentum/charge) experienced with magnetic elements (2.24 and 2.26). We will
see an example highlighting the difference in the next section. Their relevant technical
advantage is their low power consumption, since electro-static fields are generated
by static charges (=zero current), while magnetic fields are generated by moving
charges (=current). The electro-static equivalent to the dipole magnet is the parallel-
plate capacitor like deflection plate. Electro-static focussing requires the so-called
Einzellens, see Fig. 2.29. The Einzellens focusses in both transversal directions via a
deceleration-acceleration structure. The two outer cylinders are grounded, while the
focussing voltage is applied to the central cylinder. The bend electric field lines in
combination with the changing particle energy and the energy dependent deflection
strength leads to a net focussing/defocussing of equivalent strength in both transversal
directions.

Arranging the many different beam optical elements in a useful manner represents
a science on its own, but a set of standard configurations have established for the
common tasks of focussing and beam manipulation. Figure 2.30 depicts an example
of a standard configuration of an electron microscope. Modern electron and ion

Fig. 2.29 Sketch of an Einzellens with grounded outer and biased inner electrode rings. The central
electric field (lines) first decelerates the beam, broadening it. When leaving the lens, the beam is
accelerated and focussed by the same potential
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Fig. 2.30 Example of a common beam optics system with two apertures and three lens systems.
This system is common for analytical devices, e.g. electron microscopes. Varying the lens prop-
erties/settings allows for a high degree of flexibility in the beam properties on the target/sample
indicated by the 3 configurations. Towards the right, the focal length of the final lens reduces,
decreasing the minimum beam spot size on the sample (2.30) at the expense of requiring a higher
focussing strength. The divergence symbols indicate the required electric and/or magnetic field
strength in the lens. When focussing with quadrupole magnets, each lens has to be understood as a
doublet

microscopes use these systems with electrostatic (3 Einzellenses in this example) and
magnetic components up to about 1 MeV. At higher energies, magnetic elements are
employed, but the technical concept remains the same, just the devices are exchanged.
The variability of the system allows for several different operation modes. The left
mode starts by forming a parallel beam from which a cut-out comes into the lower
part. Here a defocussing followed by a focussing allows for a minimum spot size,
since the stronger the focus, the smaller the minimum spot size. The second and third
settings produce an intermediate beam-waist, allowing for a variable and potentially
higher beam current after the second aperture. The lower part either defocusses and
focusses for a maximum resolution or double-focusses for a more parallel beam on
the target in order to decrease angular beam spread equivalent to an increased depth
of field. Depending on the analytical requirements, the electron microscope can be
set for maximum spatial resolution, depth of field, or sample current/signal intensity
by varying only the focal length’ to one of the presented settings.

Laboratories applying higher energy charged particles often use several end-
stations for different purposes sharing a common accelerator and particle source.
Each chamber is optimized for a specific question or task. A combination in one
lab allows for reduced down-times and a better exploitation of the expensive accel-
erator, reducing the overall costs. The ion beam analytical laboratory depicted in
Fig. 2.31 uses a DC accelerator for material analysis. A central dipole magnet
switches the beam to the individual analytical stations on the left hand side by varying
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Fig. 2.31 Example of an ion beam analysis laboratory with a Cockcroft-Walton DC accelerator,
dipole magnets (blue) and quadrupole magnets (red squares) connected to three different analysis
end-stations. The central large dipole magnet can be set to different deflection angles o to supply
the beam to the individual experiments/end-stations. Reproduced with permission by IAEA (Mayer
2019)

the magnetic field strength and direction. Each end-station has its own beam optical
system optimised for small spot sizes, heavy ions, or high beam current/transmission.

2.3.3 Diagnostic Elements

Accelerators are complex and often rather large devices with tight tolerances. The
installation and alignment of beam optics consequently becomes time consuming and
delicate. The first tests after start-up aim at fine tuning the alignment of beam optical
components to enable beam transport from source to target in the form of a non-zero
current on the target. In cases of intense focussing, long beam path, or high currents,
beam optics have to be aligned to the ideal beam path within a few p.m over distances
of several metres. Forces induced by the magnetic fields, creep of materials over
time, or temperature changes can furthermore alter alignments dynamically during
operation. An example: Laboratory temperatures vary by a 1-3 K over the day due
to sunlight and working activities, without temperature stabilisation. The thermal
expansion of steel of 17 pm/Km then results in a height variation of a steel beamline
supportof 1.5 mheight of up to 51 um, alot for microscopic applications with sub-pm
beam spots. Therefore, the beam position and shape have to be frequently monitored
and adjusted and sufficient amounts of correcting elements have to be foreseen to
be able to handle these effects, if beam optics, end-station, and accelerator rest on
different supports.

Diagnostic/analytic elements provide the eyes and ears to the accelerator operator
by measuring the actual beam position and its 6D phase space properties in the
form of the beam vector X (2.16) or at least parts of it. The beam energy is usually
known from the accelerating voltages, but a more precise determination might be
required. Regarding physics, this translates to finding physical mechanisms to make
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these quantities accessible for a measurement. Technically, we have to find feasible
solutions and align them to an accuracy such that the ideal physical mechanism
we thought of is reproduced to a sufficient accuracy. The measurement, in most
cases, only indirectly determines the sought after quantity, therefore a physical model
is required to recalculate the measured quantity. Following this, the accuracy in
determining the quantity is limited by the accuracy of the model (technical challenge
of alignment ...) and the measurement accuracy as dictated by the laws of error
propagation (discussed in Sect. 7.1.1 e.g. in (7.3).

An example: We measure the current density ppg of a beam using a Faraday cup.
Do not worry its physical concept will be discussed quickly hereafter. We need
some kind of ampere-meter for measuring the current /, say for the range of pA
to mA, since we expect Ip ~1 mA/mm? and we want a 1 mm spatial resolution.
Here standard ampere-meters offer an accuracy of 0.1% or 1073, respectively, plus
some measurement range dependent fixed uncertainty, say for a range of 0—1 mA
we have Al = 0.1% % 0.1 pA. Measuring a current of / = 1 pA therefore leads
to an uncertainty of 10%, due to the fixed uncertainty contribution! Accordingly we
design the Faraday cup to feature a sensitive area (opening) large enough to collect
acurrent / of 0.1-1 mA (magnitude of lowest relative uncertainty). Technically, this
sensitive area has a manufacturing diameter tolerance of say d = 1 £ 0.01 mm (H7
tolerance for drill-holes). In total this (simplified) example allows us to measure the
beam current density with an uncertainty Alp given by

A 4ATN® [ —8IAd\’ 531
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Ifthe actual pp =1 mA/mm?, the device would measure a ppof1+0.02 mA/mm?
(=0.98-1.02 mA/mm?) according to the error propagation used in (2.31). The manu-
facturing tolerance of the Faraday cup entrance dominates the uncertainty in this
case. Reducing the uncertainty would require better tolerances or a larger sensitive
area. We could increase the opening diameter at the expense of spatial resolution to
reduce the relative manufacturing uncertainty, as a cost efficient method to reduce the
relative uncertainty. As soon as the manufacturing tolerance becomes small against
the current measurement accuracy, we will reach a technical limit. Increasing the
integration time of the ampere-meter would allow for better noise filtering reducing
its uncertainty, at the expense of its time resolution. Buying more precise (and expen-
sive) ampere-meters and manufacturing tools would also improve the device accu-
racy. In conclusion, the technical design of this Faraday cup, and actually all diag-
nostic devices, comes down to finding an optimal point of minimum uncertainty
with respect to all uncertainty contributions, the aims of the measurement, and the
available resources.

The Faraday cup, named after the concept of the Faraday cage, is a tool for accurate
beam current measurement. Its design allows suppressing the emission of secondary
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electrons released upon impact of a particle beam on solid matter (Sect. 4.1). For posi-
tively charged ions these electrons provide an opposite current flowing in the oppo-
site direction, hence increasing the apparent beam current. For electron and negative
ion beams, the effect reduces the apparent beam current. Secondary electrons are
released by collisional energy transfer from beam particles to bound electrons at
the impact surface. The cup suppresses this emission by catching the electrons in
a cage around the impact location, as depicted in Fig. 2.32. The ratio of length to
open diameter represents an important layout parameter. The geometrical suppres-
sion efficiency derives from the ratio of the half-space solid angle over the opening
solid angle weighted with the emission shape. This emission shape follows approxi-
mately a cosine of the angle to the surface normal (emission mostly towards surface
normal). An inclined target surface therefore further improves the geometrical effi-
ciency by pointing the surface normal to a side-wall. By applying a positive bias
voltage of typically some 100 V on the cup against the vacuum chamber ground
or a surrounding cage, the suppression efficiency further increases. The secondary
electron energy spectrum is broad, but its maximum lies at a few ten to hundred eV.
Only the combination of geometric and electrostatic suppression catches close to
100% of the secondary electrons, enabling a true beam current measurement.

Besides the beam current, the Faraday cup yields also positional and dimensional
information of the beam via its own position and open diameter. More precise infor-
mation is the domain of beam profile and beam position monitors (BPM). Their
technological goals are determining position, dimension, and divergence (the 6D
phase space) of the beam. In large circular accelerators deconfining resonances are
avoided by online tuning of the beam according to BPM data. In applications, BPMs
visualize the beam, enabling adjustment of the optical elements for maximum beam
transmission in particular for daily start-up or after technical changes. In any case we
aim at providing a high level of reproducibility of the beam conditions at a relevant
position (where the beam is used) while the conditions change at other non-relevant
positions (e.g. by thermal drifts, maintenance ...) in the accelerator system. BPMs
feature a particular broad range of technological options.

The simplest realisation of a BPM is a white paper which blackens upon beam
impact, see Fig. 2.33. The reversible, yet more costly, alternatives are scintillator

= ———9
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Fig. 2.32 A Faraday cup, measuring the beam current by geometrical and electrostatic secondary
electron suppression. The small arrows represent secondary electrons emitted in the open half-space
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Fig. 2.33 Left: 100 wm diameter 3 MeV 3He beam spot visualised by heat induced changes in
a millimetre paper. Right: Beam spot (=1 x 0.2 mm?) visualized by scintillating ZnS particles
(<100 wm) on an adhesive tape. The individual ZnS particles blur the impression of the rectangular
beam spot

targets with camera observation. The problem of the paper is its coarse material
structure consisting of about 100 wm thick fibres blurring the obtained image for
small beam spots. The same problem arises with polycrystalline materials, since
internal reflection lights up the individual grains as a whole, even if only part of
it is hit by the beam. Larger single crystal scintillators avoid these resolution limit
factors, reaching <10 pm resolution. The same is true for amorphous materials, but
they usually emit less light per incident beam power than single crystals, making them
more suitable for high density beams. Scintillating materials can be found among
numerous material classes, ranging from classical detector materials such as Nal: T1*
over many crystalline and amorphous glasses (ZnS, LiAlO, ...), even float glass
(yes the material used for windows) scintillates under beam impact. One particularly
creative option for beam visualisation is the application of dry ice (solid CO,) for
high-resolution beam profiling. Dry ice sublimes directly (no liquid phase below
5.185 bar) and has low thermal conductivity, hence a beam impacting on it will drill
a hole with a local depth according to its current density distribution (assuming a
constant beam energy distribution). The evaporation rate is proportional to the beam
power and analysis of the crater yields the beam distribution and position.

Figure 2.34 shows two examples for the BPM based alignment of a magnetic
quadrupole triplet used to focus a 3 MeV proton beam. A scintillator provides a live
image of the beam profile. Based on this profile and the alignment advices devel-
oped from the presented knowledge on quadrupole magnets, the magnet positions
are corrected. A steering effect upon varying individual magnet field strength’ indi-
cates individual magnet positional alignment errors. Rhombohedral shape distortions
indicate rotational misalignments between the individual magnets of a focussing lens
setup.
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Fig. 2.34 Picture 3 MeV two proton micro-beams impacting on LiAlO, for quadrupole
magnet alignment. Left: after 1 mm aperture. Right: After I mm aperture and 10x demagnification.
The rhomboid beam shape indicates a rotational misalignment of the quadrupole triplet

Instead of converting the charged particles to photons the beam current can be
measured directly. Simplifying the Faraday cup idea to a bare wire makes it tech-
nically more flexible, but due to secondary electrons a wire only yields an arbitrary
current somehow proportional to the true beam current. Moving the wire through
the beam and measuring the time/position resolved current yields the beam profile.
A more intrusive yet more robust variant are profiling apertures; moving an aperture
into the beam while measuring the apparent current on the aperture face yields a
profile integrated from the outside to the current position. These current collecting
methods all feature the same drawback of averaging over the beam profile, may it be
over a line, circle, or square. This works fine with a known Gaussian beam profiles
as shown in Fig. 2.21, but what do we see if the beam is rhomboid or even sickle
shaped? Depending on the current collecting area and its angle to the sickle we see
Gaussian profiles of identical or strongly different width. The 1D/line BPMs cannot
provide enough information points of the transversal plane for a non-ambiguous
identification of the beam shape. This may lead to false conclusions and advices for
beam optics for non-Gaussian beam shapes.

The absorbed beam power density limits these beam stopping BPM options. Non-
stopping options exploit the electro-magnetic field of the beam. Electro-magnetically
the beam is identical to a conducting wire, since a current (DC or AC) flows along
the beam direction. We experienced electro-magnetism as a central physical concept
for accelerating and controlling the beam, but in the idea of action = reaction, the
beam necessarily emits electro-magnetic fields itself. The picture of beam = wire,
yields the magnetic field B around the beam as

I
B(r) = ‘2% (2.32)
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With the beam current /, the vacuum magnetic permeability @y and the radial
distance to the beam centre r. The effect is weak: reaching for example the field
strength of the earth magnetic field of about 50 WT requires a beam current of 8 A
measured at 33 mm distance. The transformer principle and the Hall effect allow
measuring such magnetic fields. A similar effect is present for the beam electro-
static field. The electro-static force shifts charges on adjacent surfaces, generating
voltages. Placing several of these contact-free BPM sensors around the beam allows
for a beam localisation via the known distance laws (e.g. 1/r) and a triangulation.
These devices allow for determining the beam position to an accuracy of 1073 to
1073 of the beam tube diameter, with practical values down to the um range (Forck
et al. 2009). High intensity beams (>kW beam power) require contact-free electro-
magnetic methods for beam analysis due to limits of heat loading and problems with
radioactivity induced by the beam impact on the analytical elements. On the other
hand, they provide enough current for the rather insensitive contact-free methods.

Analytical elements on the one hand provide information about the beam for
beam control, but they also allow selecting parts of the analysed/separated beam
for further applications. Devices selecting certain parts of a beam or separating a
beam according to a beam property are called analysers. Putting an ampere-meter to
a through hole already distinguishes a beam diagnostic from an analysing element.
Most beam optical elements, as discussed in the last section, have certain analytical
features. A dipole magnet will analyse a particle beam according to its momentum
component perpendicular to the dipole field via the gyroradius r, (a.k.a. cyclotron
radius).

_m*vL (233)
rg_q*B .

Particles starting at a fixed point will draw different radii, allowing a selection
using an aperture (or detector) at a selected radial point. An electrostatic deflector
has the same effect but it selects particles according to their energy
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Combining these two ideas, we obtain the Wien filter, Fig. 2.35. The Wien filter
consists of an electric field and a perpendicular magnetic field. In this configuration,
magnetic and electrostatic force act in the same direction. As (2.33) and (2.34) state,
the central axis is defined by a point where the Lorentz force (2.24) is zero

FrL=0
=v=FE/B (2.35)
Accordingly, only particles with a fixed velocity vy (and hence kinetic energy)

pass the Wien filter undeflected. In reality a certain velocity acceptance Av exists,
depending on the exit aperture size and the field strength’. The Wien filter acts as
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Fig. 2.35 Schematic of a Wien filter. A vertical electro-static field combined with a static magnetic
field directed into the paper plane results in a velocity filtering. The filter acceptance (grey band)
Av around the design frequency vy depends on the aperture opening, field strength, and the filter
length. Original work by Miessen, CCO0, via Wikimedia Commons

an aperture for longitudinal momentum. Wien filters are used in high resolution
electron microscopes for decreasing the beam energy spread/emittance by orders of
magnitude, allowing for improved imaging quality.

As with all measurements, limitations and implications are connected to beam
analytical elements. Limitations of high intensity beams due to power loads are
very similar to beam targets which will be discussed in Sect. 2.6. A beam features,
from a mathematical perspective of an equation system, 7 degrees of freedom (the
X vector plus the beam current) and hence the full characterisation requires at least
7 independent measurements sensitive to these points. Accurate results typically
require at least 3 times more data points. Fewer points require potentially wrong
assumptions as discussed with the sickle shaped beam profile. Last but not least:
The beam profile is not fully defined by the beam optical device settings! Different
charged particle source settings, in particular the current density, result in different
emittances and self-interaction effects or bad vacuum conditions can reduce the beam
energy. Figure 2.36 illustrates the dramatic impact of current density on the beam
focussing. In the left half of the figure, the beam remains unchanged, regardless
of beam current density. On the right part after the accelerator the higher current
density results in a defocussing effect due to the high charge density, shifting the
second focal point from the inside of the accelerator several metres to the right. An
analytical measurement at low currents will not cover this effect, requiring both high
power and low power BPMs for discovery.
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Fig. 2.36 Visualisation of space charge effects of a DC accelerator with 860 keV final energy and
15 mA beam current. “sc” marks the space charge affected beam diameter at high current, showing a
clear focussed behaviour. The situation without space charge effects or at low currents, respectively,
leads to a divergent beam due to the missing de-focussing effect of the space charge. Reproduced
from Hinterberger (2008, p. 376) with permission by Springer

2.4 Electron and Ion Sources

With the knowledge of conservation of emittance, the importance of the first origin of
the particle beams, the ion or electron source, becomes obvious. A possible conclu-
sion from beam optics says: An accelerator system can be understood as an imaging
optic projecting the source onto the target. Furthermore, the beam current finally
arriving in our accelerator application naturally must be < the current generated by
the source with numerous losses on apertures and walls limiting the transmission of
the optical system. The source therefore defines the limits of beam power, current
density, and beam size. For extended reading, the reader is referred to (Zhang 1999)
regarding ion sources. Regarding electron sources information can be found mostly
in the context of their application in electron microscopes and scientific accelerators
(Orloff 2008; Williams and Carter 2009; Jensen et al. 2010). Besides the terms ion
and electron source, several different terms are common in different contexts such
as gun, injector, or emitter. Except for minor differences these terms depict the same
apparatus and hence here only the term source will be used.

The types of sources developed for electrons and ions differ quite substantially
in their technical realisation and capabilities. Electrons being present in any mate-
rial and having only one species, the electron, can be extracted by several means
from solid materials. The main differences to ions lie in the variety of ion charges
and species, and the ion containing resources. This implies totally different physical
source concepts for ions and electrons. Hydrogen in its purest form exists as H2 gas
(the resource) from which hydrogen ions (protons) can be generated. Other hydrogen
containing gases such as methane (CH,) additionally contain other constituent (here
carbon). The elements will not disappear upon removal of the hydrogen from the
compound, but lead to detrimental effects such as layer deposition or corrosive
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processes, making the purest resource generally the best choice. Extraction of ions
from solid resources, e.g. polyethylene (-CH,™) for hydrogen, requires an inter-
mediate sputtering process for producing free protons, due to the strong binding
in the solid. Sputtering consumes the solid, resulting in a limited lifetime of the
resource. The use of hydrogen ions, and most other ions, therefore also implies a
vacuum system to cope with the gas introduced by the resource and a consumption
of resources requiring a refilling mechanism such as a gas injector. In contrast, in
electron sources the resource (electrons) is constantly “resupplied” from the power
supply.

Before we discuss the different source technologies and realisations, we have to
align our expectations. Technologically, no limit of the beam current/intensity exists
for any source type, the source can always be made larger or multiple emitters can
be used. Instead, a technological comparison requires a measure of its output density
in the idea of beam emittance (Sect. 2.3.1). Imagine having a small aperture through
which we see light. The factor we are missing is the difference between putting a light
bulb or a laser behind this aperture. In both cases, we can achieve the same brightness
directly behind the aperture, but in 1 km distance to the aperture, the situation will
be very different as the laser beam is less divergent. The photons emitted from the
laser originate from a smaller spot and emit into a limited directional cone, while the
light bulb emits from an extended source wire into all directions (47 solid angle).

Charged particle sources emit charged particle beams (of low energy though),
therefore the emittance concept and its conservation, discussed in Sect. 2.3.1, already
provide a relevant quantity when evaluated at the source exit. The ion or electron
emission properties of the source define this quantity just like in the example of the
light source. Knowing only the output current incompletely describes the produced
beam, a second quantity such as the emittance is required. In Sect. 2.3 we learned how
to use beam optics for changing the beam density and divergence using focussing
beam optical elements, therefore also a current density is insufficient. The beam
emittance summarises the angular and spatial extent of a certain fraction of the
beam (see Eq. 2.17) without stating how many particles this phase volume contains
absolutely. Therefore, only beam emittance and source exit current (density) together
define the source quality.

For describing the technological quality of a charged particle source we start with
the beam current density pp

pp=1/A (2.36)

with beam current / distributed over the beam area A. Considering the beam optics in
between source and target we have to add the beam divergence for a meaningful
source performance definition. The term brightness combines the beam current
density with its divergence. Quite a few definitions exist in the different physics
disciplines, but the physical basis makes no difference between light, electron, and
ion beams.
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Brightness =

With the divergence angle (in steradian) €2 at a given beam waist in the source
(e.g. the exit aperture) or the alternative definition by its transversal emittance &,,.
The term brilliance adds an energy window, for example 10~ of the beam energy,
within which the brightness is evaluated. The brilliance mostly finds application
with photon beams, but this longitudinal energy spread also has an importance for
accelerator applications, in particular for focussing beams. For ion beams below a
few MeV the energy width contribution of the source of typically about 10 eV can
dominate the total beam energy width.

The physics leading to the brightness of a certain source type connects with the
particle production and energy transfer mechanism releasing the particles from their
resource. Increasing brightness requires either emitting more particles from a smaller
area (emission density), or releasing them with a smaller energy and angular spread,
or both. The thermal energy spectrum according to the Maxwell-Boltzmann distribu-
tion, (2.38), represents a physical minimum for the kinetic energy width of emitted
particles. Thermal energy Ey, evenly distributes along all spatial directions with an
increasing distribution width with temperature 7. Increasing source brightness there-
fore translates to increasing density and decreasing temperature of the ensemble of
charged particles.

PThermat (Eh) = ™ (ks T) e Tt (2.38)

Before the release of free electrons or ions from a source, the particles feature the
thermal energy distribution of the resource they are bound to. The binding energy
of electrons to the solid is given by the work function with values in the range of
2-5 eV. The electron source needs to provide this energy in order to emit free elec-
trons. Thermionic emission takes this binding energy from the high energy tail of
the thermal Maxwell-Boltzmann distribution, (2.38). The part of this exponential tail
above the work function contains a sufficient population for emitting several A/cm?
only at elevated temperatures. The conflict of mechanical stability and the required
temperatures leaves only a few material options for such a source type. Tungsten with
its high melting point of 3695 K and high work function and a set of hexaborides,
in particular CeBg and LaBg, with their low work function and intermediate melting
point (LaBg: 2483 K), feature feasible combinations of properties. Small single crys-
tals as shown in Fig. 2.37 provide long lifetime with high current density and low
emittance due to the compact source region, while larger polycrystalline plates and
wires are applied for higher absolute currents at lower densities. Continuous sources
apply heating via electrical currents, but the same physics allows also for extremely
short electron pulses using pulsed laser beam heating.

—(Ew —Ep) 63V
pomh = AT?e B T with Efp =

2.39
4 ey ( )
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Fig.2.37 Left: LaBg single crystal thermionic emitter cut to a cone with a flat top of 15 pm diameter
on a graphite heater. Courtesy of Kimball physics Inc., USA. The crystal is cut in a way to have the
<100> direction (lowest work function) face in the beam emission direction. Right: Electron field
emission tip made from a 2 mm diameter tungsten wire. The extremely sharp, point-like tip leads
to high electric field strength and electron emission with minimal angular spread of the extracted
beam

Physically the thermionic emission current density pr, depends exponentially
on the temperature, as depicted in (2.39) with the temperature 7, a material
specific constant A, the work function Ey, the electric field strength V, the elec-
tron charge/elementary charge e, and the vacuum permittivity constant gy. Besides
the temperature and the material choice, no additional degree of freedom exists for
increasing the emission current density of thermal emitters. Adding an electrical field
to the hot emitter enables a further increase in the emission density via a reduction
of the effective work function by the amount Ef, resulting in the so-called Schottky
emission. Sharp tips are required to obtain relevant electric field strength V. Tung-
sten represents the ideal material due to its temperature and mechanical strength to
resists this combined load. Increasing field strength V further increases the emission
current density until another effect becomes relevant at very high field gradients.
The high field gradient enables the so-called cold field emission (CFE). CFE is more
than a quantitative increase of the Schottky emission, but it relies on the tunnelling
effect, acompletely different physical mechanism described by the Fowler-Nordheim
equation. The electrons bound via the work function always have a certain quantum
mechanical chance of escaping the solid, in spite of their binding. The applied voltage
acts as a metaphorical obstetric care enabling the electrons to tunnel the potential
barrier. Rather than the birth situation we all went through it is more comparable to
giving birth to a truck through a birth canal as long as the distance between earth and
moon. The extreme field strength in the order of GV/m requires atomically sharp tips
for CFE as shown in the right of Fig. 2.37. This combination of small source region
and high current density result in the lowest emittance electron sources. The total
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current provided by the electron source is given by the sum of thermal and field emis-
sion, but since CFE works independent of thermionic emission both emitter types are
rather disjunct. With CFE, electronic voltage switching potentially allows for pulsed
electron beams in the nanosecond range. In the Schottky regime significantly shorter
pulses can be triggered via ultra-short pulse lasers in the order of picoseconds. The
extraction voltage is kept slightly below the threshold for cold field emission. The
laser impact then heats the surface, leading to thermionic and photon assisted emis-
sion in a small time-frame of the laser pulse duration. Besides the emission current,
also the energy distribution function of the emitted particles plays a major role for
the electron source properties with a clear advantage for cold field emission, leading
to their superior brightness and brilliance.

The three types of electron sources all have their specific application cases. CFE
offers the best beam performance required for the highest resolution electron micro-
scopes (see Sect. 7.1.3), but they suffer from high cost and limited stability due to
adsorption layers (Sect. 2.1) degrading their performance rather quickly (depending
on vacuum pressure). Thermal emitters in contrast offer about 5 times smaller drift
rates in their output current and provide certain economical scaling advantages for
larger sources, making them the technology of choice for non-analytical applications
where performance/emission current per cost counts. Schottky emitters represent a
performance compromise with the stability of pure thermal emitters, yet a higher
beam-quality. They offer the best compromise of performance and cost, making them
the most successful electron source for a broad range of analytical applications.

The emission and physics of ion sources significantly differ from electron sources.
A thermal release of ions from solids is not possible due to their stronger binding
compared to electrons (e.g. 8.7 eV vs. &4.5 eV for W) leading to emission of mostly
neutral atoms. Plasma physics forms the foundation of free ion production in most
ion sources. Plasmas generate positive and for some elements also negative ions.
Gases, vapours, and surface sputtering can act as resources for the ions. The book
(Piel 2010) provides an easy yet efficient introduction into plasma physics. To a large
extent modern plasma physics research relates to the development of nuclear fusion
reactors which generated a solid, but not complete, understanding of plasmas. In
particular, large databases and codes on ionisation cross-sections and processes of
various species were produced, e.g. (Reiter 2019).

Special interest lies in the production of hydrogen ion beams due to on the one
hand basic physics of hydrogen allowing producing in particular intense hydrogen
ion beams compared to other elements, and on the other hand for the excellent nuclear
reaction capabilities of hydrogen isotopes, namely protons and deuterons. Most ion
sources are therefore designed and optimised as hydrogen ion source, although the
basic considerations readily transfer to other resources.

The ion flux density I"; (in particles per area) as a measure of the source current
density of a plasma relates to the plasma ion density n;, electron temperature 7 ,, ion
temperature T';, ion charge Z;, and ion mass m; via (2.40). The flux density mostly
depends on the plasmaion density and only weakly on the plasma temperature and ion
species/mass. The plasma density and temperature set according to the equilibrium
of input power to power-losses of the plasma. The plasma power losses have a
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strong scaling with the plasma temperature and a linear scaling with plasma density.
Consequently, the emitted ion source current density increases with input power.

Ti(n, T,) = nie * Vkg(Z;T, + T;)/m; (2.40)

Energy efficiency plays a major role for realising high density plasmas due to
technical limitations of cooling and the high temperatures of plasmas in the order of
100,000 K dissipating the heat. The ion flux available for extraction to the accelerator
will equally flow in all directions. In addition the plasma needs to maintain its quasi-
neutrality, leading to an equivalent flux of electrons. The sum of both, the so-called
transport losses, is controlled by the electron and ion motion which can be affected by
electro-magnetic fields. Similar to the plasma confinement in nuclear fusion reactors,
magnetic fields effectively reduce the transport losses as depicted in Fig. 2.38 by
restricting the motion of plasma particles, resulting in increased plasma density and
flux per input power.

Due to their low mass and therefore high velocity at a given plasma temperature,
electrons contribute the major part of transport losses but are at the same time easiest
to confine with magnetic fields (Lorentz force, (2.24)). Besides transport losses, also
photon emission from recombination of electrons and ions and from non-ionizing
excitation reactions contribute to the power losses. The photon emission strongly
scales with the plasma temperature. Both, low photon radiation and transport losses
require low plasma temperatures. A low plasma temperature, which is still high
enough for sufficient ionisation cross-sections, together with a high plasma density
delivering a bright ion beam therefore characterize the peculiar point of optimisation
of the plasma based sources. The fine tuning of the plasma temperature requires
the right gas/vapour pressure and a clever magnetic field design confining electrons
and ions while allowing for the effective extraction of ions from the ion source.
Currently, the so-called Halbach array (Fig. 2.39) represents a clever solution for
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Fig. 2.38 Introducing magnetic fields into a plasma reduces transport losses by forcing charged
particles into longer gyration pathways. The velocity components perpendicular to the magnetic
field line determine the gyration radius according to (2.33). High ion extraction voltages accelerate
the confined ions, practically breaking the magnetic confinement
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Fig.2.39 Magnetic Halbach array with magnetic field orientation (arrows) and magnetic field lines.
The orientations of the magnets rotate by 90° with each magnet, resulting in a field concentration
on top of the array with only little field strength below. A plasma sitting at the top of the figure will
experience the field as a transport barrier, increasing its density

this confining magnetic structure by providing a vessel wall near transport barrier
due to the magnetic field effect depicted in Fig. 2.38.

The production of ions from injected neutral resources atoms and molecules (e.g.
H;) depends predominantly on the electron impact ionisation process and its cross-
section. This cross-section is a strong function of the electron kinetic energy given
by the plasma temperature or discharge voltage, respectively, see Fig. 2.40. The elec-
trons travel through the gas/vapour from cathode to anode via the discharge voltage.
Alternative to DC power, the plasma electrons can be driven by a high-frequency
AC electric field resulting in oscillating movements of the electrons through the
plasma. Typically, higher densities are obtained with a dedicated electron source of
the thermionic type discussed above. The limited emitter lifetime represents a draw-
back, but a controlled emission current and acceleration voltage can be set with an
emitting cathode.
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Fig. 2.40 Ionisation cross-section of hydrogen versus electron impact energy. The graph shows
the cross-section for the ground state (1s) and excited states (*) of the atom, the molecule and the
molecular ion. The ion source receives gas (H, molecules) and has to convert these stepwise to
molecular (Hp*) and atomic (H*) ions. A maximum in splitting cross-section of the H, molecule
lies at about 50-100 eV, corresponding to typical discharge voltages in the ion sources. Data from
Hydkin (Reiter 2019)
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In hydrogen ion sources, as the most important example, first the H, molecule
needs to be separated by the electron impact. A set of different species are generated
from this first step. Atoms (H), atomic ions (H*, H™), molecular ions (H,*, but also
H;*) and excited variants of each species populate the plasma along with the free
electrons after this step. Figure 2.40 demonstrates the importance of intermediate
excited states in reducing the energetic barrier for further ionisation indicated by
the two orders of magnitude difference in ionisation cross-section between the 1s
ground state and the 3s excited state of the H atom. Interestingly, in most ion source
setups the initial ionisation of the H, molecule limits the whole ionisation process,
requiring discharge voltages of >50 V (— >50 eV electrons) for effective ionisation.
Noble gases such as helium have simpler ionisation schemes since no molecular
configuration is involved, allowing for direct ionisation.

A possibility for reducing the conflict of excitation and ionisation is the spatial
separation of the different interaction steps by staging the plasma temperature for
example in an extended high temperature low density plasma zone with efficient
dissociation and a second lower temperature but higher density plasma zone for
atomic ionisation and ion extraction. The Duoplasmatron picks up this idea of
separate function plasma zones (Fig. 2.41). Its modern derivative, the multi-cusp
source (Fig. 2.41 right), represents the state-of-the-art with improved confinement by
applying the Halbach array. Permanent magnets outside the whole plasma chamber
introduce a close mesh of arcs of magnet field lines, leading to a drastically improved
confinement of electrons as depicted in Fig. 2.38. Additional magnetic filter fields
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Fig. 2.41 Basic sketch (left) of the Duoplasmatron ion source. The plasma expands from the
filament chamber towards the anode, forming plasmas in two regions. The plasma focusses in the
lower region, leading to increased ion density. An extraction voltage draws the ions from the plasma
and accelerates them. Basically all charged particle sources whether electron or ion source consist
of a production feature (emitter or plasma), an electrostatic beam focus, and an acceleration stage
similar to the Duoplasmatron source. Right: the multi-cusp source adds a Halbach array (cusps)
around the chamber, reducing transport losses and staging reaction zones (Kuroda 1997), Reprinted
with permission by Elsevier
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improve the plasma staging for further increased efficiency or specialisation to
negative ion extraction.

The Duoplasmatron physics were intensively studied with some interesting
general conclusions for the maximum extracted ion current density pp (Lejeune
1974). The input power in the form of the discharge voltage and current linearly
increase pp up to a hydrogen pressure dependent limit. At this point, the ionisation
degree reaches a threshold and additional power will be invested rather in the plasma
temperature than its density, resulting in a detrimental scaling with input power. The
neutral gas pressure of the plasma discharge represents the main degree of freedom
for tuning between plasma temperature and density in a given design with values
usually in the fine vacuum range (Sect. 2.1, Table 2.1). Increasing pressure/gas input
rate will reduce the ionisation degree and allow for further pp increase up to the
power handling limit of the source. The magnetic field strength increases pp with a
square-root proportionality due to the reduction of transport losses with increasing
magnetic field strength.

With an optimised source design for heavier elements, the source typically gener-
ates lower pp due to their higher mass and correspondingly smaller flux (2.40). These
heavier elements can also be extracted as multiply charged ions, but as the higher
ionisation steps typically require greater electron impact energies, the conservation
of energy demands even lower pp. Last but not least, the dimensioning of the plasma
via the source geometry affects pp. A narrower bottom plasma, see Fig. 2.41 left,
produces higher pp due to increased compression of the power from the top plasma,
but at a certain ratio (typically 1:10) a maximum is reached since shrinking the bottom
plasma also increases the transport losses due to the reduced wall-distances.

The injected resource gas flows through the source exit into the accelerator system
together with the extracted ions. The gas pressure in the beam line should be as low
as possible with typical values in the UHV range. A recovery of the lost neutral gas is
difficult due to the mixing with other pumped species, leading to a gas consumption of
the ion source. The recovery represents an interesting aspect when rare isotopes (e.g.
He? or '30) are used, considering usually <10% of the gas atoms actually convert to
ions. The flux of neutral particles per time ny through the extraction aperture is given
by the neutral gas temperature T, their particle mass m (together defining the average
velocity), the exit aperture area A, and the pressure difference over the aperture of
Dsource according to (2.41). The flux of ions is given by the beam current divided by
their charge. Accordingly, the brightness determines the resource efficiency of the
ion source.

8kBT Psource
ny = A *
Tm kgT

(2.41)

In Sect. 2.2 we learned about the advantage of negative ions for the DC tandem
accelerator, but also for extraction of beams from AC accelerators via charge
exchange. The existence of stable/bound negative ions is a prerequisite for plasma
sources to contain them in a usable density. Hydrogen atoms (and a few others such
as fluorine and oxygen) can form stable negative ions by filling of their valence shell
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with a second electron. Negative hydrogen ions are efficiently produced under certain
plasma temperatures with densities in the order of 1-10% of the positive ion density.
The advantages of negative ions often compensate for their reduced extraction bril-
liance. For other elements, such as helium, the formation of negative ions relies on
non-equilibrium processes in charge exchange canals. These canals contain a vapour
of an alkali metal, a group of elements with a single weakly bound outer electron.
The alkali metal donates this electron to the incoming ions, forming negative ions.
The process efficiency is only about 1 negative ion per 1000 incoming positive ions
and has a maximum in the region of a few ten keV ion energy. The heavier the alkali
metal the higher the efficiency, but also the more difficult the practical handling of
the metal.

Besides the discussed plasma based sources, other source types restrict to special
applications. These can be grouped in two types: Surface ion sources (sputter, Liquid
tip (heavy) ion source) and field emission sources. Sputter ion source deliver only
small I';, but they offer the valuable addition by adding any solid as ion emitting
resource. In these types, a secondary (plasma) source generates fast particles for
sputtering ions from the resource which are then extracted into the accelerator. Here
an electro-magnetic separation filters out the sputtering ions. This source type is of
particular interest when non-gaseous ions are required and for analysing the resource
by accelerator mass spectrometry (Sect. 7.1.6). The field ion source works similar to
the cold field emission electron source with an atomically sharp tip where ions are
extracted from. This type can be an ion source, forming for example a high brilliance
He ion beam, or it can be an integrated analysis tool for the atoms contained in the
tip (Sect. 7.1).

Table 2.4 compares the performance properties of different realisations of the
discussed charged particle source technologies. The source properties span orders
of magnitude, but in general electron source have slightly better properties than ion
sources. The excellent properties of electron sources are the basis of the success
of many high-resolution applications such as electron microscopy and free-electron
lasers. Analytical applications rely on the best source properties, since, due to the
imaging nature of accelerators, the source defines their resolution. In production

Table 2.4 Comparison of different particle source types and their typical performance properties

Source type High Duoplasma-tron | Multi-cusp | Cs-Sputter | Thermal | Cold field
frequency LaBg emission

Particle type Ions Ions Ions Ions Electrons | Electrons

Typical 1o 1.5 6 0.5 4 Not 7.5

emittance (7 found

mm mrad)

Current density | 0.02 1 10 0.002 10 100

H*,e7)

(Alem?)

The numbers represent rough values of realisations on the market, but in the end depend on the
technical details
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and medical applications improved efficiency and compactness derive from better
sources, but the overall relevance of source properties is less demanding.

2.5 Charged and Neutral Particle Detectors

In this section, we are slowly sliding into the practical aspect of what we can actually
do with the particle beams produced by the accelerators discussed in the last sections.
The main aspect of accelerator applications is inducing reactions with something hit
by the beam. These reactions are not silent, at least metaphorically. The “noise”
produced are the numerous different types of secondary particles emitted from these
reactions. Detecting the particles produced by the beam can serve several tasks by
listening to their message. Most of the reactions, as we will see in Sect. 3.3, follow
a very specific process leading to a specific message in the emitted particle species
and particle energy. Detectors catch this message forming the first step in analytical
applications. For more specific literature on particle detectors, practical aspects, and
fundamental physics of the detection processes see e.g. (Lutz 2008; Knoll 2010;
Tsoulfanidis and Landsberger 2015; Abbrescia et al. 2018). Besides these rather
similar specialised detector books also the literature on applications usually contains
detector basics specific for the given application.

Nowadays, practically any detection relies on transferring the particle or quantity
to detect into an electrical signal, namely a current or a voltage, which electronics and
computers can evaluate and store. This pathway offers the advantage of direct data
storage (for later evaluation) with high speed and reproducibility, but in the transla-
tion process from particle to electrical signal, transforming elements are required and
information can be lost. This transforming element is the detector and its connected
electronics. The loss of information relates to the terms resolution and identifica-
tion. Two main groups of particle transformations currently constitute the detector
standards. Charge separation detectors form the first and scintillation detectors the
second group, see Fig. 2.42 for some technical examples. Furthermore, in special
applications also calorimetric detectors can be useful. These detector types convert
the particle energy into heat by stopping or absorption of the particles. Since the
transport of heat is by orders of magnitude slower than the transport of light and
electrons, calorimetric detectors are slow and therefore of minor relevance for the
applications discussed here.

A transfer of the particle energy to shell electrons of a gaseous or solid medium by
collisions separates these negative charges from the positive charge of the nucleus.
In gases this results in ionization the atoms or molecules in the detector. In solids,
namely semiconductors, this generates an electron-hole pair. The probability of these
transfer reactions depends in most cases somehow on the atomic/proton number Z of
the elements forming the detector, since a higher Z equals more electrons as collision
partners. In other words, a detector made from a heavier material, e.g. germanium,
will absorb the radiation more effectively, requiring less detector volume than a
detector made from a lighter element, e.g. silicon. The free charges present after
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Fig. 2.42 Left: Different sizes of commercial depleted silicon detectors for charged particle detec-
tion. The central window represents the sensitive silicon crystal of here 25, 50, or 150 mm?. All but
one detector feature a backside connector. The top-left is covered by a foil making it more dE/dx
sensitive but reducing its resolution. Own work. Right: a silicon-drift-detector (arrow) for X-rays
integrated with electronics into a compact package. Courtesy of KETEK GmbH

the ionisation are then separated by a voltage to collect them before recombination,
which would equal an information loss. Each ionisation requires an energy in the eV
range. With keV to a few 10 MeV particle energies this results in 103 to a few 10°
electrons per detection event in typical analysis applications. The ionisation process
makes the released charge proportional to the deposited particle energy. To be able to
measure this separated charge quantity in the form of a current, the detector material
has to be electrically isolating, e.g. a gas, an isolator, or a depleted semiconductor.
The by far most common material for detectors is silicon. Silicon features a band-
gap of 1.1-1.2 eV. A silicon detector is built similar to a diode with reverse-biasing. In
a semiconductor, this configuration results in a depletion of the charge carriers in the
diode resulting in a high resistance. This high reverse-biasing resistance equals a very
little current flow through the diode, the so-called dark current. Impacting charged
particles generate clouds of separated charges via ionisation in the reverse-biased
diode. These positive and negative charges will separate via the applied voltage.
The particle interaction transfers electrons from the valence to the conduction band
where they are only quasi-free, but as the name “conduction band” indicates, they
can contribute to a current. This current flows through the diode with a total charge
equal to the number of separated charges. The quantity of the silicon band-gap
allows for a room temperature operation without excessive dark currents due to the
reverse-biasing voltage. Due to the band-gap visible light (photons of 1.6-3 eV) can
already induce charge separation just like high-energy particles, the detector needs
to operate in zero-light conditions. The second common material is germanium. Its
lower band gap of about 0.7 eV requires liquid nitrogen (LN;) temperatures (X77
K) to suppress the dark current, but its higher atomic number leads to improved
detection efficiency in particular for the long-ranged photons. For the lower range
of charged particles silicon-based detectors suffice. Due to the practical drawbacks
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of LN, operation germanium is exclusively used in y-detection in the form of so-
called high purity germanium detectors (HPGe). The statistical nature of the beam-
interaction, conversion electronics, and residual conductivity somewhat limit the
energy resolution of semiconductor detectors to about 10~3 of the particle energy.
On the other hand, the detectors are relatively cheap, robust, and compact.

Converting the energy of the detected particle to a photon instead of a free electron
yields the working principle of scintillation detectors. The scintillation effect relies
on de-excitation of electrons after beam-induced excitation and the corresponding
line emission. The particle energy information transforms into a proportional light
intensity at a wavelength specific to the scintillator material. This light has to leave
the scintillator towards a further analysis step, remember in the end we have to have
an electrical signal. Consequently, the scintillator has to be transparent to its emitted
radiation. Scintillation is indeed a very common phenomenon. Nowadays numerous
oxide ceramics, plastics, and liquids with this combination of properties are known.
Depending on the application different scintillators with optimized resolution, detec-
tion efficiency or costs are available. A simple and common example of a position
sensitive scintillation detector is the outdated CRT (cathode-ray tube) display. In this
device, a fixed energy electron beam hits a scintillator at the front window, inducing
the visible light which constitutes the display functionality. The large scintillator
allows for spatial resolution. In principle, it even allows for an energy resolution, if
the electron beam energy would be variable with fixed beam optics settings. In fact,
this happens upon switching the CRT display on and off, which induces a change in
the illuminated area of the display by charging/discharging the electron high voltage.
In the case of the display, the light gets detected in our eyes, but as mentioned earlier
electronic systems always require the signal to be a voltage or current. We can directly
remember the fact that silicon detectors are sensitive to light and hence they can be
connected to the scintillators for the second conversion step. For the amplification of
very weak photon signals so-called photomultipliers are applied. Due to the two-stage
detection, scintillators typical feature worse energy resolution than semiconductor
detectors, but they offer cost and detection advantages for larger detector thicknesses
required for higher range particles (photons). Weakly interacting particles such as
high energy photons or electrons typically pass over 100 mm of silicon in order to
reach some 10% of absorption efficiency. Semiconductor detectors require a single
crystalline structure with a certain dopant concentration, making it increasingly diffi-
cult to produce a single detector with large detection volume. In contrast, a scintillator
allows for cost efficient upscaling due to its reduced requirements in terms of material
properties.

Physical, technical, and statistical effects limit the energy resolution of detectors.
The conversion of particle energy to a signal intensity also misses the species and mass
information of the detected particle, the obtained information remains incomplete in
most cases. Take a moment and think about what we learned in Sect. 2.3 to develop
a solution to preserve this information. A hint: In the discussion of particle beam
optics the terms of particle energy and momentum were of central importance. Maybe
you can find a workaround for the limited resolution by yourself, if not just think
about using beam optical elements as a pre-selector for the detector. Beam optics
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(Sect. 2.3.2) can separate charged particles by energy (by electrostatic elements) and
momentum (by magnetic elements) with much better values than 10~ by bringing
the particles on curved pathways with a detector at the end. The resolution improves
with size and field strength of the optical element. An electro-magnetic analyser
combines two technologies to mitigate each other’s weaknesses.

In all detectors, particles not related to the actually observed process can and will
be detected and also random events/noise will be interpreted as detected particles.
Both effects form the so-called background. In almost any case, the cosmic back-
ground with its highly penetrating particles forms an ultimate limit, but also other
backgrounds such as the background from naturally present and man-made radioac-
tive isotopes and their decay can be present. A prominent example is '3’Cs from
the Chernobyl accident often visible in y-detectors. Natural radioactive traces in
concrete or metals can provide a significant background for low level measurements.
The main strategies involve increasing the signal strength to improve the signal-to-
background (and signal-to-noise) ratio, carefully selecting the materials around the
detectors (e.g. by using old or high-purity materials) and special low self-activity
shielding containers which feature an opening towards the intended particle source
while blocking background sources.

The signal-to-noise or background parameter is a fundamental aspect of detec-
tion physics and applications among a few others. In order to detect a particle and
quantify the flux of similar particles it has to be absorbed in the detector with a
known probability (efficiency). In order to quantify the particles energy, a known
amount of this energy needs to be deposited in the detector and the response function
needs to be known. The composition, thickness, and dimension of a particle detector
form the central quantities for detection efficiency and particle energy deposition.
Photons and massive particles like ions fundamentally differ in these two parame-
ters as we will see in Chap. 3. For practical calculations free tools exist (Sect. 3.5).
Figure 2.43 depicts the energy loss/deposition efficiency of protons and electrons
and the detection efficiency of photons in different silicon detector thicknesses. The
strong variations in energy deposition make the 100% efficiency point desirable for
avoiding an efficiency calibration.

In many reactions, particles originated from a strongly localised point, for example
asample. If this source dimension is small compared to the source to detector distance
(far sample limit), the source can be treated as a point source. The emission of a fixed
flux of particles from a point source follows the concept of the solid-angle defined
in (2.42). The detector solid angle defines the lateral detection efficiency, adding up
to the energy detection efficiency discussed above. Here €2 is the solid angle, ® the
opening angle of the cone from source to detector edges, A the detector active surface
area towards the source, and r the source-detector distance. The particle flux through
a fixed area will vary with distance of this area from the source, but the flux through
a solid angle remains constant. Hence, the solid angle, not the detector size, properly
describes the lateral detection probability of a detector for a point source. In other
cases with non-negligible source dimension, such as a large reactor or a near volume-
sample illuminated by a probing beam, the solid angle description becomes less and
less adequate. Finally, in the large sample limit, the particles to be detected are best
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Fig. 2.43 Left: typical chain of devices for energy resolving silicon detectors with optional coinci-
dence filtering with a second detector. Right: energy deposition fraction of protons, electrons, and
photons versus the thickness of a silicon detector. Different corrections have to be applied to each
particle species due to the energy reducing absorption of protons and electrons, and the quantity
absorption of photons. 1 MeV photons and electrons will not be completely absorbed in detectors
<2 mm thickness, but the other particles have a 100% detection efficiency around 1 mm detector
thickness.

described by a flux density, e.g. particles/m?s. The detector size hence becomes the
determining factor for the detection rate.

0 A
Q=4x sin2<Z> ~ —, with 0 <Q <drx (2.42)
r

Detector layout essentially depends on these considerations. Detector counting
rates and detection efficiency are technically limited. Signal amplification, electrical
capacities, and digital processing speeds limit the maximum count rates. Modern
electronics achieve typical count-rate limits of 10° single particle events per second.
The energy of the particle is derived from the amount of charges released in the
detector via a so-called pulse-height-analysis. Since each event should represent a
single particle, the detector should not receive a second particle during the charge
collection and analysis time. This collection time is called dead-time and ultimately
limits the count rate. Current electronics allow setting charge collection times in
the order of 0.1-30 ws. For 1 s collection time, a maximum of 10° events are
detectable per second. Practically, the incoming particles do not wait in line like
decent English men, but they arrive chaotically and the dead-time has to be limited
to values <50% due to the loss of events and the detrimental effects of high dead-
time on the detection quality. Figure 2.44 demonstrates this continuous saturation
of the detection system. The left plot shows the levelling of processed output count
rate in relation the received particle count rate. Ideally, both should equal forming a
straight diagonal line, but the dead-time continuously reduces the output count rate
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Fig. 2.44 Plots of detector parameters for a Ketek silicon drift detector for X-ray detection with
transistor reset amplifier. Left: Plot of count rate versus signal integration time. The ratio of input
to output count rate is the dead-time ratio. At excessive particle input and dead time the effective
count rate can even come to a negative slope. Right: Impact of count rate and signal integration time
on the energy resolution. Courtesy of KETEK GmbH, Hofer Str. 3, 81737 Miinchen, Germany

with increasing input events. Shorter integration times reduce the effect, but as the
right plot shows this also reduces the energy resolution.

The detector is not literally dead during the collection time. If a second particle will
arrive during the collection time, its energy will be added or piled-up to the energy
of the first particle. This pile-up effect strongly complicates the data interpretation,
giving a good reason to limit the dead-time ratio to even smaller values. A longer
collection time typically yields better energy resolution, if the detector dark current
integral remains small compared to the signal, but on the other hand dead time
and pile-up increase. Therefore, any detector setup requires a detailed analysis and
optimisation of expected count rates, detector size, required resolution, and system
complexity.

Calculating the uncertainties of these counting statistics marks the first step of a
data analysis. Data analysis extends beyond stating a result, it also has to be clear
how credible this result is. We have to consider that many of the discussed detector
techniques are able to detect single particles with a high probability, but they provide
incomplete information about the particle with limited resolution, angular coverage,
and they add up noise and background to the actual signal. For the detection of a
single peak a certain expectation value for the event or counting rate exists, but from
statistical considerations this expectation value will only be reached with infinite
counting time. From a real experiment only probabilities for a certain expectation
value can be derived. The uncertainty or the error, respectively, derives from the
Poisson distribution to the square-root of the measured quantity of events N, see
(2.43). Frankly, this uncertainty only marks a 68.3% (1o) corridor of finding the true
expectation value. In other words, if we count 100 events of a certain reaction, we
have a 1o uncertainty of 10 events, therefore the only statement we can make is that
our expectation value lies between 90 and 110 count with a 68.3% probability. By
increasing the counting statistics to 10,000 the uncertainty increases to 100, but the
relative uncertainty drops from 10% (10/100) to 1% (100/10,000) and in conclusion
the result becomes more precise.
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AN = /N y”—’i"‘% = «/Lﬁ (2.43)

So far we considered only single detectors at a fixed position. Due to the higher
number of read-out channels the technical setup complexity, size, and cost of position
sensitive detectors exceed those of point detectors. On the other hand, the additional
effort for positional sensitivity provides more information on the reaction kinematics,
offers better resolution, and allows for localisation of reactions via triangulation
methods. Besides increasing the number of detectors, also the movement of detectors
enable for a (virtual) increase of position sensitivity. The best examples are medical
applications where a multi-detector setup moves along a patient or the patient moves
along the detectors to enable a full body scan. The disadvantages of these scanning
detectors lie in the increase in analysis time and the potential pitfall since the analysed
situation can change over the individual detector runs.

As usual, fundamental research provides the extreme examples of detectors.
Several large detector systems are attached to the LHC accelerator for investigating
the nuclear processes and particle physics at extremely high energies. Due to the
large number and variety of particles released from the TeV reactions, a full angular
coverage and identification of the particles is required. One of these 4 (covering a
solid angle of 47r) detectors was named ATLAS (A Toroidal LHC ApparatuS) and
contributed significantly to the identification of the Higgs boson. ATLAS separates
charged particles by momentum and charge using a 2 T magnetic field present inside
the detector. The inner detector shell consists of about 140 million silicon pixel
detectors. These detectors are surrounded by eight layers of larger silicon detec-
tors. Around this sits a layer of polyethylene blocks for producing secondary X-ray
photons which are detected in embedded xenon-based gas-detectors. The outermost
layer consists of several hundred thousand calorimeters based on liquid argon and
metal absorbers. Overall, the detector system forms a cylinder of 22 m diameter and
45 m length. The complex ATLAS detector structure allows a geometrical tracking,
energy, charge, and momentum detection of the particles emitted from the reaction
zone for a precise identification and quantification of all reactions, e.g. the formation
and decay of the Higgs boson.

In the example of ATLAS hundreds of individual detectors were combined to a
single system. These detector systems are common in elementary particle physics,
but also, in a reduced fashion, in accelerator applications. Systems usually comprise
only of a few detectors with different detection characteristics for separating different
secondary particles (photons, ion, electrons ...) or positional detection in a similar
fashion as ATLAS. Detector systems for positron emission tomography (6.1.2)
exploit the annihilation of the positron and the subsequent emission of two correlated
511 keV photons. Through knowledge of the reaction kinematics and the incidence
delay of the photon detection between two opposing detectors, the origin of the anni-
hilation reaction can be localized. The corresponding system is called a coincidence
and tracking system. Exploiting coincidences through knowledge of the involved
reaction kinematics allows for tracking, but also for identification of particles and
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background suppression since the probability of arandom coincidence from the back-
ground reduces quadratically with the coincidence window width. The identification
is possible by certain angular relations between different products of a nuclear reac-
tion or by their energy-loss per unit length in so-called dE/dx detectors (energy-loss E
per detector thickness x). These detectors are sensitive to the particle stopping power,
see Sect. 3.2. By stacking of several thin detectors, similar to the onion structure of
ATLAS, the particles lose only part of their energy in each detector. Knowledge of
the detector thickness, its material, and the energy deposited in it yields extra infor-
mation on the particle passing it following the idea of Fig. 2.43 (right). Furthermore,
detector systems also improve the signal-to-noise ratio by suppressing uncorrelated
background reactions and providing more information on the detected particles for
event selection.

2.6 Targets

In the beginning of this section we discussed the term technology and the difference
between technological and technical challenges. In this section we are at a good point
to further develop our understanding of technical solutions. A central term for a first
assessment of how to technically improve a given technology for a given application
is by investigation its limitations. Consider driving a car with the task to be as fast
as possible. Let us further detail the surrounding situation, our application scenario.
We are on an autobahn in Germany, no speed limits. Our speed will probably be
limited by the power of the car’s engine. A slight change of the scenario to a nightly
trip will change this limitation to the illumination range of the cars headlights and
our personal response time (assuming a will to survive). The darkness limits our
vision range, but as we need to control and steer the car with our limited reflexes,
the limitation of the attainable speed changed. A further slight change to a winter
situation with snow on the road again changes the limitation of our maximum speed
to the grip of the car’s tyres defining the stopping distance.

In all three cases we apply the same technology to different situations. From the
point of view of a developer looking too improve a certain parameter (in that case the
velocity) all three situations lead to different technical development approaches. In
the first case we would aim at increasing the engine output, in the second at improving
the light density of the head-lights and in the third case better tyres would be the way
to go. The other options offer only negligible gain in each situation, since they are not
addressing the actual limiting factor. The reason to discuss this aspect here is, with
the power of modern particle sources and accelerators, the limitations of accelerator
applications start to shift from the accelerators towards the targets and detectors.

The term target defines the part where the particle beam hits its final destina-
tion (the terminal station in the image of the tram). In particle physics, usually two
opposing beams collide with each other in the target chamber. This is explicitly not
the situation discussed here for accelerator applications. Still not all application accel-
erators feature a target, as we will see for accelerator based light sources in Sect. 4.3
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Fig.2.45 Left: A 4-axis nano-manipulator for ion beam analysis capable of handling 1.5 W of load
ona 10 x 10 mm? sample (red box). Right: a cyclotron target with graphite mask, copper separator,
and W sample to be attached on the KF16 water-cooled header by a special copper nut. The target
can handle about 1 kW on a 12 mm diameter target disc. Courtesy of Rahul Rayaprolu

or later in Sect. 8.3.2. The concept and limitations of targets apply to several other
technical arrangements in accelerator systems as well. Beam diagnostics (Sect. 2.3.3)
such as apertures and Faraday cups have similar technical challenges as targets since
they represent at least an occasional beam terminal. Apertures and vacuum vessels
are basically targets which are not frequently replaced or follow an intended use,
but technically very similar concepts apply to them. In addition, the dimensions of
targets vary substantially, ranging from mm sized manipulators for high-resolution
microscopes (Fig. 2.45 left), over 100 mm sized production targets (Fig. 2.45 right)
to constructions of several meters in diameter for spallation (Sect. 8.1).

In this section, fixed targets will be discussed for both isotope production and
analytical purposes. The term “fixed” denotes a target (with particles of mass m,)
resting in the laboratory inertial system. As the beam particles (mass m;) are moving
with kinetic energy Ey, the centre-of-mass (CMS) of targets and projectiles (the
individual particles of the beam) also moves in the laboratory frame, containing
the kinetic energy Ecms according to (2.44) in the non-relativistic case (Nastasi
et al. 2014). This centre-of-mass energy states the main quantity for beam-matter
interactions since it represents the energy available for reactions. Ecys is always
smaller than E and it is smaller in the case of a fixed target compared to the colliding
beam target. Energy has to be conserved, hence the remaining energy of a fixed target
situation will be transferred to the product particles, potentially leading to large
secondary particle energies with implications on radiation protection (see Sect. 2.7)
and information properties for the detection of secondary particles as discussed in
Chap. 7.

Ecys = ——— (2.44)
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In applications the target should provide a low maintenance frequency/long life-
time, low amounts of unwanted activation (e.g. of structural parts), and tolerable oper-
ating temperatures. The operating temperature arranges according to the balance of
input power (practically the beam power Pge,n) to power removed by cooling. Three
mechanisms of power removal exist: Thermal radiation, conduction, and convection.
Figure 2.46 demonstrates a target construction for solid targets, exploiting convec-
tion in a water coolant pipe, conduction in the metal structure fixing the targets beam
impact area to the coolant tube, and radiation from the target surface into the vacuum
system.

All matter emits photons with an emission power proportional to the fourth power
of the absolute temperature (Kelvin) due to fundamental physical properties of matter.
The Stefan—Boltzmann law describes this process. Solving the Stefan—Boltzmann
law for the temperature with the surface area A of the target object, its material
dependent emissivity € (0 < & < 1) and the Stefan-Boltzmann constant o p yields:

}P am
TMax(PBeam) = 4 Al:;' (245)
B

Practically, radiation-cooling represents the weakest contribution. Therefore, radi-
ation and (2.45) provide the upper temperature limit T'y,x a target can reach, if no
other heat removal process is effective. For ideal heat conduction from a target with
area A irradiated by a particle beam of power Ppeam to an effective heat sink, such
as a water cooling system, over the material thickness d of a solid (central part in
Fig. 2.46) with thermal conductivity « to an effective cooling liquid flow, a tempera-
ture difference of AT between target surface and cooling liquid will arise. Equation
(2.46) allows for calculation of the maximum heat load or the surface temperature
of a target, respectively. In practice, complications of limited contacts, for example
between a sample and its holder, or limits of heat removal by the coolant lead to a
temperature in between the values given by (2.45) and (2.46). The quality of target
construction determines which of these limits is closer to the real setup.

d P
AT ~ =288 (2.46)
Target JJ; Beam
Convection
Conduction Radiation

Fig. 2.46 Up to three mechanisms cool a target irradiated by a particle beam (incident from the
right)
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Targets for isotope production or particle beam induced modification receive high
thermal loads for reaching maximum beam current and therefore productivity. Loads
of Pgeam > 100 MW/m? are easily possible in modern accelerators, but don’t be misled
by small numbers: A 1 MeV * 1 A = 1 W focussed beam of 1 mm? already delivers
1 MW/m? onto the beam area.

The convection represents the most effective cooling mechanism due to the
constant removal of the heated material. Assuming a perfect exchange between the
hot part and the cooling liquid the temperature increase calculates according to (2.47)
from the specific heat capacity cp [J/(kg K)] of the coolant, the beam power Pg.qp,
and the mass flow of the coolant F¢ for example in units of [kg/s]. Typical coolants
are water and air and in special cases of high temperature and oxidation prone mate-
rials also helium. In some cases, the coolant can also be the target, for example in
the production of '8F from '30 enriched water for PET diagnostics (Sect. 6.1.2).

PBeam

ATeony = (247)

Fe xcp

The thermal properties are a crucial property of accelerator targets and hence state-
of-the-art engineering techniques are applied for their development. The construc-
tion by computer-assisted design (CAD) allows a direct integration with thermo-
mechanics by finite-element method (FEM) simulations. The modelling of coolant
flows or fluid dynamics in general (gases and liquids) requires so-called computa-
tional fluid dynamics (CFD). Given the right parameters, CFD tools can simulate
numerous quantities such as heat transfer between fluid and solids, phase transitions
(evaporation), turbulent flow barriers, and even chemical reactions. Modelling allows
amore precise estimation of sample and structure temperatures and heat flow beyond
the simplified analytical models discussed above. The combination of thermal prop-
erties with the mechanics and geometry enables identifying possible weaknesses
in the design. A feedback to the target construction and sample handling will lead
to increased power handling capabilities and hence productivity of the targets. The
central weakness, especially for solid targets, is the thermal contact area in between
two separate parts. Pressing a sample onto a holder will in general not lead to a full
surface contact, but in the worst case only to small contacts at the edges or in the
centre, due to slight surface warps. Thermal gradients induced by the particle beam
impact lead to bending of material, potentially further separating sample and cooling
structure like a growing pancake on a pan.

Figure 2.47 shows a FEM calculation of 1.5 W beam induced heating represen-
tative for focussed ion beams of a few MeV or electron beams in the keV range
applied in material analysis (Chap. 7). In the approximation of (2.46) the 1.5 W of
this figure would yield a temperature increase of 2.5 °C (=62.5 °C) above the heatsink
temperature, when distributed homogeneously over the 100 mm? sample surface. For
a sample area as small as the beam spot, 3596 °C would be reached with (2.46). The
simulation yields 164 °C for the given situation, highlighting the importance of a
precise beam area/size definition for target design. In any case, the target will bend
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th 0.5 mm surface

Fig. 2.47 Sliced plane view of a FEM simulation of a 10 x 10 m? steel sample (x = 30 W/m K)
irradiated with a 0.3 mm beam spot with 1.5 W of beam power (see Fig. 2.45 left). The top part
shows the exposed surface and the darker part on the bottom a cross-sectional area into the depth
of the sample. 60 °C water cools the 5 mm thick target from the bottom (not shown), but the spot
centre reaches 164 °C

upwards due to the temperature gradient and the resulting inhomogeneous thermal
expansion, affecting the backside contact.

For powerful accelerators and small spots, the conduction of heat, even with
copper, approaches its technological limits, allowing only for a few millimetres of
material towards the coolant/heatsink. Convection, the heat transport via movement
of hot fluids, allows for more efficient heat transfer and flexible thermal contacts. Gas
and liquid targets feature this specific advantage over solid targets at high beam loads
with the drawback of requiring an additional vacuum barrier. In this case the target
itself represents the coolant, reducing the heat barrier to the physical minimum and
excluding the less effective cooling by conduction and radiation. Optimal exploitation
of accelerator and target equipment requires both to match in capabilities.

While the situation is easy in the example of Fig. 2.45 (right) where a massive
copper heat exchanger separates cooling liquid and vacuum, liquid and gaseous
targets require a vacuum barrier, which is transparent for the particle beam. These
so-called beam windows consist of thin plastic or metal foils. The foil needs to have
a thickness d with

R
d>p*— (2.48)
20’3

where p is the coolant gas/liquid pressure, R is the open radius of the foil and oy is
the foils (temperature dependent) tensile strength. On the one hand, higher gas/liquid
pressures are advantageous for power removal via forced flow and reduce the beam
range in gases. On the other hand, the foil needs to be as thin as possible to mini-
mize losses of the expensive beam energy in the foil via the so-called stopping effect
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discussed in Sect. 3.2. This, in combination with (2.46) and (2.48), implies a limita-
tion to window materials and their o g, respectively. The other technical freedom lies
in the open radius R. Intuitively we would choose R according to the beam radius.
Focussing down the beam allows for a smaller R, allowing for proportionally smaller
d, but the foil temperature increases inversely proportional to the beam area due to
the increasing power density with focussing (2.46) and hence scales quadratically
with R. The optimal balance depends on the temperature evolution of og and the
target fluid, but in any case o g will reduce with increasing temperature. A trick for
extending this technological limit lies in adding a supporting mesh with thin webs,
which are long in the direction of the beam. This way the foil is supported leading
to a reduced R, but 10-20% of the beam are obstructed by the webs.

A smart target design and detailed modelling of its properties represents a solid
starting point. Practical imperfections, such as the contacts, and the ravages of time
necessarily lead to a difference between theory and practice, which becomes the
more relevant the more the target is pushed to its limits, which is what we should
always want. The above models aid in extending these limits starting with simple
considerations of material thickness and coolant flow rates up to complex 3D models.
In the end an expensive MeV accelerator production device should not be limited by
the water flow rate in the target.

Target diagnostics provide valuable information on the live target status. The most
common diagnostic is the beam current measurement (which also yields the beam
power) via an ampere-meter connected to the target. The target has to be electrically
isolated to the device ground and other electrical systems for this measurement.
Measuring the true current is more difficult than it seems: Secondary particle emission
as discussed with the Faraday cup in Sect. 2.3.3 of mostly electrons induce extra
currents which add up to the true beam current. For secondary electron suppression
either special target constructions or electrostatic suppression via a biasing voltage
of a few 100 V are required, see wiring example in Fig. 2.48.

Online temperature measurements enable process control and protection against
failure. Contact sensors such as the resistance temperature detectors of the Pt100
type or thermocouples such as the Type N represent cost efficient sensors with accu-
racy in the 1% (of the Kelvin value) range. The strongly localised heat deposition of
focussed charged particle beams in combination with their limited range challenges
the credibility of their readings. Figure 2.47 demonstrated this difficulty with only a
few K temperature increase outside the beam spot (undetectable considering sensor
accuracy) but 164 K increase in the beam spot impact point. Where could we attach
a temperature sensor without obstructing the beam, yet measuring the peak temper-
ature? Infrared emission observation circumvents these issues, but infrared emission
efficiency, the so-called emissivity €, depends on the surface morphology/roughness
which changes under beam irradiation (see Sect. 5.3.3 or Sect. 7.1) and also with
temperature itself. More accurate devices therefore analyse the emission at several
wavelength, for example 2 or 4, but even here derivation of the temperature from
the emission intensity requires the assumption of a wavelength independent emis-
sivity. 2D cameras on the other hand yield hundreds of data points over the sample
area, but measure only in a single wavelength band. Without clever calibration, e.g.
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Fig. 2.48 Wiring for biased target current measurement with triaxial cables for noise suppression.
This simple setup allows for secondary electron suppression by converting the vacuum chamber to
a faraday cup

(Moller et al. 2017), or emissivity data uncertainties of infrared analysis reach a few
10 K. The vacuum pressure analysis also provides information on target temperature
via outgassing effects, but careful, the outgassing reservoirs deplete (Sec. 2.1.2),
therefore only pressure increases can indicate temperature excursions.

Figure 2.49 shows an example of morphological changes induced by beam impact
on a beam dump. The implantation of 2.2 MeV protons into tungsten lead to the

Fig. 2.49 Blistering induced by proton implantation into W. At low temperatures and high beam
fluxes some materials cannot desorb the hydrogen fast enough and subsurface pressurized cavities
(bubbles) appear. The bubbles represent a thermal barrier and potentially burst, removing material
from the target. Reproduced from Segev et al. (2017) with permission by Elsevier



2.6 Targets 95

formation of mm sized blisters with a few 10 wm thick caps split-off the bulk (Segev
et al. 2017). The accumulation of hydrogen implanted by a proton beam forms pres-
surized voids, if the temperature is too low for efficient outgassing. Bursting blister
caps form potentially radioactive dust ('3Re formed by (p, n)) and limit the compo-
nent lifetime. The induced radiation might even change the chemical composition
of liquids and gases by ionisation, generating acids, ozone, or other highly reactive
chemicals. This chemically challenging of target materials by corrosion changes
their material properties potentially leading to so-called stress-corrosion cracking.
Numerous other mechanisms induce fatigue of targets, limiting their lifetime.

For analysis targets, partially different limitations and goals apply than for produc-
tion targets. Sensitive samples require temperature control, while detectors usually
benefit from higher beam power. Analysis targets additionally require high accuracy
alignment and the operation of sensible detectors close to the beam impact point.
While for production targets rigid constructions with mm tolerances are acceptable,
the alignment of analytical targets require 3 or more stages of adjustment possibili-
ties with increasing accuracy down to the pwm-scale, representing a cascade of strong
thermal barriers. An analytical beam requires at maximum some 10 nA currents with
loads usually in the mW range. Strong beam focussing down to nm spot sizes and
sometimes low thermal conductivity samples anyways lead to relevant power densi-
ties and situations described by (2.45). Assuming a quadratic beam spot of 1 pm side
length with 1 mW load and an emissivity ¢ = 1 we obtain a maximum temperature of
17,232 K. A situation possible, e.g. when analysing nano-powder particles, although
the radiating area A is slightly larger and the absorbed beam energy slightly smaller
in this case to be honest. In this example, the analysis definitely alters the analysed
sample, a situation, which has to be avoided for meaningful measurement results. In
addition, irradiation damage and particle implantation (ions) alter samples (Sect. 7.3).
Therefore, achieving strong detector signals with minimum beam current becomes a
central task of analysis targets. The targets need to become compact in order for the
detectors to achieve a maximum catching efficiency/solid angle for all the emitted
particles containing information about the target. A technological limit arises, since
with given machining tolerances, the uncertainty of the analysis geometry increases
the smaller the target becomes.

2.7 Radiation Protection

Accelerators are dangerous devices. This strong statement is easily understandable
for everybody, after calculating for the first time the dose rates for example emitted
from a modern radio-pharmacy target or from an analytical device working with nA
currents and deuterium ion beams. The following sections will point this out, but they
will also point out how these dangers can be very effectively mitigated. In the end
every accelerator user, whether it’s a scientist, a technician, or a student, will profit
from a basic knowledge of the dangers and avoidance strategies in radiation protection
by awareness and readiness in unforeseen situations and incidents. Furthermore,
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knowledge will decrease natural fear from the invisible threat of radiation and help
improve the working motivation of all employees in these areas. This book can only
introduce the basic ideas to encourage the reader to undergo a more sophisticated
education. The reader should not overrate the knowledge presented here, but rather
understand it as an introductory lesson for a real radiation protection course.

Radiation protection, or better protection of living things from ionising radiation
induced harm, is a science for itself and a strongly regulated legal domain alike.
Basically, every country in the world has more or less similar regulations which are
mostly recommended by international organisations such as the international atomic
energy agency (IAEA) or the international commission on radiological protection
(ICRP). The ICRP releases updated datasets and models based on the progress of
science and understanding every 10-20 years. National regulations usually adapt
these recommendations as the state-of-the-art. Consequently, the knowledge of radi-
ation protection has a certain half-life and older literature has to be taken with care.
This professional driven legislation lead, to the belief of the author, to generally
efficient and adequate regulations implementing a reasonable balance of produc-
tivity and safety. For further reading dedicated books teaching the physical basics
and providing tables and diagrams for the required data exist, here a few examples
(International Commission on Radiological Protection 2007; Obodovskiy 2019; Faw
and Shultis 1999).

The basic working principle in radiation protection can be condensed to four
words, the four A’s in German language, also depicted in Fig. 2.50. Firstly, reduce
the activity/intensity of the radiation source to the reasonable minimum, which is
required for your specific application (Aktivitit). Then take technical efforts, by
placing for example shielding around the radiation source to reduce its intensity
where it’s not required (Abschirmung). Furthermore, keep distance to the source, as
radiation intensity reduces with the square of the distance to the source (Abstand).

Fig. 2.50 The four A’s in a ~<—— > Shielding
figure

Exposure time

Distancé |

Source strength




2.7 Radiation Protection 97

Lastly, reduce human exposure time to the absolute minimum required time, as dose
accumulates over time (Aufenhaltsdauer). In English language the term ALARA
(As Low As Reasonably Achievable) could be considered as equivalent, but it is not
as much on the point as the four A’s. Figure 2.50 depicts the four A’s as the most
condensed technical handbook for radiation safety in device layout and everyday
work in radiation exposed areas.

Exposure time and source strength proportionally increase the dose, dose scales
with the square of the distance r. Equation (2.49) relates the dose received at two
distances r| and r, from the source. This distance scaling considers the origin of the
radiation to be a point like source. The point like property requires the size of the
radiating object being small compared to the distance r to the object. Naturally, every
radiation source has an extent, e.g. given by a particle beam diameter or the size of
aradioactive sample. As we come closer to the source, the distance law invalidates,
hence touching the source will not result in an infinite dose to the finger. In spite of
this it makes a large difference whether a radioactive sample is handled with fingers
or 100 mm long tweezers.

2
Dose(ry) = (r—z) + Dose(r,) (2.49)
r

As the hazardous radiation remains invisible to the human perception and the
negative effect usually only set in long after exposure, e.g. radiation induced cancer, it
becomes very important to define a quantity/dose for the damage. The quantity Sievert
(Sv) is now internationally accepted as radiation dose. It represents an integrated
value of the dose rates experienced by the specific individual during his/her work.
Its sum will accompany any radiation exposed worker and help to understand if any
real risk of health issues exists.

Analysis devices and personal dosimeters allow for determining this quan-
tity, which is otherwise not accessible from the irradiated person by any means.
Figure 2.51 demonstrates the practical situation for a radiation protected scientist.
Dosimeters represent the sixth sense for visualizing radiation. Different materials
exist for integration during radiation exposure and later evaluation. This type of detec-
tors cannot provide direct feedback of the received dose or dose rate, but requires a
laboratory for later evaluation similar to an old photographic film. Electronic devices
with detectors based on proportional counters or scintillators provide this direct infor-
mation. Electronic dosimeters have the drawback of a dead-time, a technological limit
leading to reduced apparent dose rates in the situation of very high real dose rates
(see Fig. 2.44 left) e.g. in pulsed AC beam situations. For all dosimeters the detection
of neutrons represents a special challenge. So-called Albedo dosimeters implement
special materials with strong neutron interaction cross-section. Since neutron dose
rate problems are very specific to accelerators aiming at nuclear reactions, their use
is not always standard in established institutions with mostly fission reactor related
experience where radiation dose rates rather originate from the radioactive decay of
produced isotopes.
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Fig. 2.51 Radiation exposed
workers such as the author
require several devices for
dose monitoring. From left
to right: Electronic dosimeter
for direct readout of y and 8
dose and dose rate,
albedo-neutron-dosimeter,
photon film dosimeter

In accelerator applications, we experience two types of radiation sources. On the
one hand, the accelerator itself produces radiation by particle impact onto matter,
we call this the beam on radiation. For electrons, this is mostly bremsstrahlung and
X-rays, unless energies in excess of 10 MeV are applied. Ion impact emits mostly
neutrons for energies above at least 1 MeV with negligible doses for lower energy
ions. These radiation types vanish if the accelerator is switched off. On the other hand,
mostly ion impact and neutrons produce radioactive isotopes by nuclear reactions,
the nuclear inventory. In many applications, e.g. nuclear medicine, the production
of these radioactive materials represents the main goal, but parasitic production of
isotopes, e.g. in beam optical elements or vessel walls, is unavoidable if a certain
beam energy is required. This radioactive inventory remains active if the accelerator is
switched off. Inventory accumulates over the operational hours, but also continuously
disappears via the radioactive decay (Sect. 5.1). Nuclear reaction products mostly
emit photons (y-radiation) and to a lesser extent electrons and positrons (which
finally emit photons too). The choice of effective radiation protection measures and
the importance for productivity depend on the radiation origin and type, hence this
has to be kept in mind in the following sections.
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The advanced reader may wonder why he or she never heard about the distinction
between beam on and inventory in (fission) reactor safety courses. In fact, things
are very different between fission and accelerators (and also fusion if it ever comes
up). First of all, accelerators are part of laboratories and not sophisticated, self-
powered boilers! Nobody will enter a boiler, but a laboratory is a place of constant
work and development. Second, the isotopes and radiation types are completely
different. Remember Fig. 1.1?7 Neutron/fission produced isotopes mostly lie above
the line of stability, while accelerators produce isotopes mostly below it. An example:
Irradiating a steel sample in a fission reactor will produce the very dangerous Co-60
isotope from the natural Co-59 impurity in the steel via (n, y) reactions. Irradiating
the same material with a few MeV protons will also produce radioactive Cobalt, but
this time Co-57 and Co-58 due to (p, n) reactions with the natural Fe-57 and Fe-58.
The isotopes feature completely different spectra, half-lives, and specific dose rates.

Due to the large amount of involved particle species, spatial aspects, and spans
of the relevant quantities over about 20 orders of magnitude, computer models are
key tools for accurate radiation protection. All computer models are only as good
as their input and their user. This involves nuclear cross-sections and decay data,
but also information on the present materials, their impurities, and their geometrical
shapes. In the last decade a lot of nuclear and radiation protection related knowledge
became more and more accessible by public and private projects and websites in
the internet. A few examples: the National Institute of Standards and Technology
(NIST), the International Atomic Energy Agency Nuclear Data Services (IAEA-
NDS), the Nucleonica GmbH (hosting the famous Karlsruhe Nuclide Chart), or
the python PyNE package. Usually these data are included in the computer model
code packages. For all nuclear reaction cross-sections theoretical extrapolations and
interpolations by sophisticated physical models are available which are often within
a factor 3 of the real values (check JANIS database (OECD Nuclear Energy Agency
(NEA) 2017) and the TENDL library (Koning et al. 2015). Due to the vast amount
of nuclear reactions and their angular and energy dependence maybe only <1% of
the reaction data were actually measured, the rest originates from semi-empirical
models.

None of the existing computer models available for radiation protection calcu-
lations fully cover the whole spectrum of required analysis. The most complete
packages are FLUKA (CERN 2020; Bohlen et al. 2014; Ferrari, Sala, Fasso, and
Ranft), GEANT4 (GEANT Collaboration 2020), and MCNP (Los Alamos National
Laboratory 2019). While these codes work on full 3D models and cover all particle
types and nuclear reactions they are weaker in beam optical calculations, full nuclear
housekeeping, and a full treatment of particle stopping. These two models work on
the basis of Monte-Carlo calculations, hence they follow the track of many indi-
vidual particles. This solution type is very flexible, e.g. with regards to geometry,
but is also computationally slow and suffers from statistical uncertainties. Analytical
codes are faster but somewhat restricted to OD parts of the real world. The funda-
mental physics behind these codes will be discussed in Chap. 3. The FISPACT code
(UK Atomic Energy Authority 2018) is such an example, covering nuclear inven-
tory housekeeping of hundreds of isotopes over arbitrary time intervals in seconds
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of calculation time, but the code does not include geometry or the complete beam
energy-loss mechanisms discussed in Chap. 3. In general, only the coupling of codes
and a basic understanding of radiation protection physics and programming will
allow a qualified planning of radiation protection.

On the one hand, the availability of models and data significant ease the work
for radiation protection officers and other interested people. On the other hand, by
far not all required information is available or easily accessible from digital sources
and also the knowledge for a correct processing and interpretation of the data has to
be available. Training for proper use and judgement of the data remains the domain
of university education and specialised (and expensive) radiation protection classes.
Many countries require such certified trainings for legally binding appointments
of radiation protection officers, the responsible for protecting the public and the
employees of any company, hospital, scientific institute from the dangers of radiation.

2.7.1 Hazards for Man (and Machine)

With great (beam) power comes great responsibility (Peter Parker principle)

In order to be able to understand and assess the hazards of radiation we first need
to gain some experience in judging the quantities of dose and dose rate. The dose rate
ranges possible in the accelerator context span over about 10 orders of magnitude.
Understanding of a certain radiation situation requires understanding these orders
of magnitude. Figure 2.52 explains them by comparing different doses received in a
set of commonly known situations to each other, ranging from totally irrelevant to
deadly values. In the very first block, we see that even the human body emits a small
radiation dose rate due to its natural content of radioactive isotopes (mostly *°K). As
we go down in the first group (blue), the amount of blocks increases dramatically
for flights or X-ray examinations. Interestingly, the entire dose depicted in the first
group becomes negligible when looking at the second group. The lower left of set
the second group depicts the unavoidable dose everybody receives from natural
background. Everyone receives this natural level of 2—4 mSv per year since the first
homo-sapiens were born. The radiation originates from cosmic radiation, radon gas
emanating from the ground, radioactive isotopes in stones and concrete, and the ones
present in our everyday consumables such as tobacco or bananas (see first group).
Due to this fact the 4 mSv represent only an average value, which is exceed by up
to a factor 10 in regions of high levels of natural radiation. Medical treatment doses
are usually excluded from the radiation dose accounting of the patient, since they are
assumed to deliver more advantages than disadvantages to the person’s health. The
regulations in many countries in the world allow only very little extra radiation (1
mSv in Germany) above this level by the technical devices discussed in this book.
Only people registered for working in radiation environments are allowed to be
exposed to about one order of magnitude more (20 mSv in Germany). In the current
understanding these levels induce health risks invisible within the health risks of our
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Fig.2.52 Illustrative comparison of radiation dose levels received in numerous situations. Radiation
is everywhere (top-left), but until it reaches critical levels for human health (bottom right) a lot has
to happen. Reproduced from: xkcd.com/radiation, public domain

everyday life. Hence, only in the third group radiation doses become dangerous. This
group depicts several health limits and doses received in certain nuclear accidents,

but luckily the examples become very scarce here.

Irradiation sickness starts with changes in the blood, since the blood producing
cells (and other cells with high metabolic rate) suffer the most from radiation. For
this reason, radiation exposed workers participate in regular blood tests, not only for
identifying radiation poisoning but also for knowing the persons regular blood status
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for differential diagnosis in case of exposure. Upon equivalent short-term doses of
0.4 Sv, the damage received by the body starts to become instantly relevant. The
amount of cells damaged reaches a critical density. 0.4 to 1 Sv also represents the
lifetime dose in normal western conditions, but the time within this dose is received
makes the difference. High dose rates bear higher risks than low dose rates. Direct
health effects such as vomiting, diarrhoea, burn-like patches on the skin, and pain
increase in probability and severity with dose. First fatalities occur above 1 Sv.
Towards 7-10 Sv instantaneous dose, the lethality reaches close to 100% after a few
days, even with state-of-the-art treatments. The individual physical conditions and
irradiation conditions lead to a large scatter in these numbers. In particular, the most
relevant range of some mSv to Sv with moderate dose rates remains problematic,
since only long-term effects such as cancer can be expected, but these potentially
originate from other reasons.

What does Sievert (Sv) actually mean and what is its importance for assessing the
hazards of radiation? Radiation dose accounting starts with a very simple approach to
radiation hazards by seeing the human body as a calorimetric detector. This depicts
the amount of energy of ionising radiation absorbed in the body in units of J/kg
(=1 gray). Taking this quantity as a measure of health risk implicitly assumes inde-
pendent damage events with a constant health risk per event. Figure 2.52 depicts
this assumption as wrong, since also the time and certain thresholds appear in the
third group. Figure 2.53 details the cascade of events in a living biological organism
responsible for the thresholds and damage evolution. Generally, we end up with two
different categories of health effects, the stochastic and the deterministic. Stochastic
effects, namely the development of the long-term results cancer and cataract, have
a certain chance of occurring. This chance increases linearly with the received dose
rate, but the stochastic effects also originate from other reasons and most people
never suffer from them. Deterministic effects allow for a direct connection to the
received dose. It can be directly attributed to the irradiation. This could be a skin
irritation, a necrosis, radiation poisoning, or a few others. Deterministic effects have
a dose threshold; below this value, the dose only has a stochastic effect. Above this
threshold, the effect severity increases exponentially following an error function (S-
curve). Typically, the legally allowed exposure limits of radiation workers are chosen
to be well below the deterministic threshold.

For a more precise judgement of the health risks related to radiation doses, the
radiation protection science decouples the Sievert quantity from the physical J/kg by
applying several corrections. This makes Sievert the protection quantity for human
exposure, but it also becomes immeasurable in contrast to the dose quantity J/kg
or radiation flux density measured by detectors and dosimeters. The first step of
this conversion to a biological protection quantity includes considering the radiation
type, see Table 2.5. These radiation quality factors represent the relative amounts of
damage induced by a single particle of the corresponding type. The value loosely
connects to its energy transfer per length (see Chap. 3 and Sect. 6.2). Photons define
the reference value with a quality factor of one. This factor remains independent
of the photon energy since a higher energy photon can potentially transfer more
energy to the body but its interaction probability also reduces with energy. This
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Fig. 2.53 The chain of events and outcomes of ionising radiation on living biological organisms
and cells

Table 2.5 Table of biological dose quality factors for all particle types as recommended in ICRP
(2007)

Particle Photons | Electrons/ | Thermal/>50 1 MeV Protons | Other ions
positrons MeV neutrons | neutrons
Quality factor |1 1 2.5 22 2 20

Due to their long range in matter electrons and photons have a factor of one, while heavier particles
induce up to 22 times the dose impact per particle entering the body

cancellation is only an approximation, but it simplifies the working of radiation
protection. Similarly, electrons (and positrons) are treated. Neutrons on the other hand
carry additional damage potential by nuclear reactions and resonances, which are in
particular harmful around 1 MeV, leading to the highest quality factor for neutrons
in this energy range. Lower energy neutrons bear only little damage energy, while
higher energy neutrons less probably undergo interactions with matter, hence these
particles represent lower quality factors. Ions, as heavy charged particles, feature
also a high quality factor of 20, but their significantly lower range compared to
the other particle types limits their impact for outside body source usually to the
layer of anyways dead skin cells, except for deliberate situations in radiation therapy
(Sect. 6.2).
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As if that was not enough complexity, even the different organs of the body are
differently sensitive to the same radiation dose. So-called organ doses consider this
by multiplying the equivalent dose with a tissue factor (International Commission
on Radiological Protection 2007). Table 2.6 lists these factors. Figure 2.54 depicts
the whole chain of considerations and factor multiplications finally resulting in the
quantity of relevance, the organ or effective dose. The effective dose depicts the
whole body summation, while the organ dose represents the localized organ specific
quantity. For understanding what this means, consider the effective dose in three
extreme cases: In the first case, a 100 kg body receives a homogeneous dose of 100 J
of absorbed photon energy (=1 J/kg). For penetrating the body without significant
absorption, these photons have to have an energy of a few 100 keV, for example from
a Bremsstrahlung source. Every organ receives this 1 J/kg since the mass absorption
coefficient and density are practically identical in all tissues. We multiply the 1 J/kg
with a radiation type factor of 1 for photons resulting in 1 Sv. Lastly, the sum of the
tissue weighting factors (=1) calculates to an effective dose of 1 Sv. In the second
case, a single organ, say the stomach, absorbs the same 100 J of photons due to
a localised exposure for example by ingested isotopes, while the rest of the body
receives zero dose. The stomach of the reference male weighs 140 g (ICRP 2002)
resulting in a dose of 714 J/kg. The photon factor of 1 result in 714 Sv. The effective
dose calculates from the organ factor of 0.12 times 714 Sv (Table 2.6) and the zero
doses of the other organs resulting in 85.7 Sv effective dose. Calculating the same
example for the skin with its mass of 3.3 kg (ICRP 2002) results in 0.3 Sv for this
relatively insensitive organ. These examples demonstrate the high relevance of the
type of irradiation, its exposure path, and the affected parts of the body. Keeping the

Table 2.6 Recommended .
L . Organs Tissue factor
individual organ/tissue
sensitivity factors Bone marrow, lung, breast, colon, stomach, all | 0.12
others
Gonad 0.08
Bladder, liver, thyroid, oesophagus 0.04
Bones surface, brain, skin, salivary gland 0.01

The sum of the weights of these 15 organs results in a total weight
of 1. Data from ICRP (2007)

Fig. 2.54 Calculation
pathway from the physically Absorbed Equivalent
absorbed energy to the dose [J/kg] dose [Sv]

biological/health risks. The

factors multiply ePhysical amount eBiological effect eLocalisation of
of energy including irradiation in
deposited by radiation body

radiation in body weighting factor eTissue weighting
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radiation outside the body and its sensitive organs reduces health risks by orders of
magnitude.

In particular, the work with accelerators highlights the difference between expo-
sure of different organs and the importance of considering specific doses due to the
many possible exposure scenarios. Manually working with a radioactive samples or
substances might expose the hand in just a few mm distance to the source, while
the torso remains at arm length (0.5 m) distance. In this case already the distance
scaling (2.49) leads to dose rate differences of a factor >1000 between hands and
organs. The small organ factors of the parts constituting the hand make it robust
and this exposure situation less dangerous. An example where this works against us:
Checking the working of a X-ray tube target by eye through a vacuum window guides
the beam-on Bremsstrahlung directly onto our eye. The eye takes the complete dose,
but in the case of the eye, the range of the radiation becomes relevant. The outer part,
the cornea has a similar resistance to radiation as the skin. The lens is the sensitive
part, but about 3 mm of tissue have to be passed to reach it. While photons pene-
trate deep, lower energy electrons and ions cannot reach this depth. Dosimeters can
measure these depth doses via corresponding absorption foils covering their radia-
tion detector. The 10 mm depth dose H(10) represents the body depth dose, while
3 mm depth H(3) considers specifically the eye’s lens and 70 pm depth H(0.07) the
sensitive part of the skin beyond the dead cell layer.

The highest risk relates to the radiation source being inside the body. The incorpo-
ration of radioactive materials through ingestion, injection (e.g. through wounds), or
inhalation directly exposes the most sensitive tissues to the radiation, independent of
theirrange. Accelerators can produce many isotopes with incorporation risk, although
generally the incorporation path has less relevance compared to fission produced
isotopes. For the incorporation risk, the specific isotopes radiation (Table 2.5) and
its resilience time become important, since in this case the exposure time depends
on how fast the isotopes can be removed from the body. The received dose integrates
over the time between incorporation and removal from the body. While an active
removal of radioactive material remains possible from our skin (so-called decon-
tamination), incorporated materials practically rely on the metabolism for removal.
Table 2.7 compares the effective half-life as a measure of the resilience time for
three isotopes, demonstrating the relevance of the biological half-life. Tritium (*H)
as a long-lived isotope forms radioactive water, which will be replaced by drinking
regular water resulting in a short biological half-life. Drinking more water further

T?ble .2'7 Comparison of Nuclide Biological Physical Effective

biological (human) and half-life half-life half-life

physical half-lifes for

incorporation of three *H 10 days 12.3 years 10 days

different isotopes 1317 80 days 8 days 7.3 days
137¢s 110 days 30 years 109 days

Mathematics dictates the effective half-life to be shorter than its
two contributions of biological and physical/decay half-life
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reduces the biological half-life through isotopic exchange. Iodine tablets distributed
for protection in case of nuclear fission accidents saturate the body with iodine,
preventing further uptake of the radioactive !*'I isotope produced in fission reactors
by filling the body’s reservoirs resulting in quick excretion of further iodine incor-
poration. Besides a few special cases, the possibilities are generally limited. Some
elements such as plutonium even bind specifically to the bones resulting in practically
life-long exposures due to the slow metabolism of bones.

This section may sound drastic and indeed the risks of radiation should not be
underestimated, especially as modern accelerators potentially induce lethal doses
to a person within seconds when standing in the wrong place or handling active
materials wrongly. Due to the invisibility of the radiation the exposed person would
not even notice this until it is too late. As a personal statement from the author who
has frequent contact with such conditions and also responsibilities for others working
under such conditions I have to make a reassuring statement, though. Dangers are
part of our lives and the risks of radiation are statistically lower than those of driving
a car. In fact more people die from the consequences of climate change every month
than from radiation accidents in the whole history of nuclear applications. In the
end, it has to be worth taking the risk. The many applications presented in this book
hopefully motivate this. Just try to be as informed as possible about the device you
are working on by taking part in its installation and maintenance, document what
has been done to it and how procedures under active radiation have to be conducted,
and last but not least think of what you are applying radiation for and how it helps
people more than it endangers them.

So far we addressed only the impact of radiation on the human body, but it also
affects technical devices. We saw in Sect. 2.5 the intended impact of radiation on
particle detectors, but the same mechanisms apply of course to all devices. Unfor-
tunately, a precise assessment of the impact of radiation on technical parts is as
complicated as it is for the human body. The more complex the devices become,
e.g. highly integrated circuits (ICs), the less predictable the dose limits are. If the
ionising radiation can penetrate into electronic chips it will induce charge separation
which interferes with the charges the chip requires for operation and data storage.
False signals or crashes of programs are possible results as a kind of deterministic
damage. These crashes can be recovered with a reboot. Also permanent damage or
accelerated fatigue of chips and storage devices is possible through a change of the
doping of the silicon by nuclear processes. This type of damage usually occurs in
radiation detectors, resulting ion slowly increasing dark currents finally killing the
detector. Alpha particles and low energy electrons are typically merely problem-
atic, but high energy electrons, protons, neutrons, and photons penetrate deeply into
the chip materials. Besides electronic devices also materials suffer from radiation
damage, see Sect. 7.4. Plastics, with their complex molecular structure, suffer from
all types of radiation by becoming opaque and brittle. Metals and ceramics are resis-
tant to photons and electrons below about 1 MeV, but neutrons and ions strongly
alter their thermo-mechanical properties in the irradiated volume.



2.7 Radiation Protection 107

2.7.2 Avoidance Strategies in Plant Conception

Radiation protection was a critical part of the plant conception since the beginning
of nuclear industry, but in pressurized-water fission reactors the solutions somewhat
differ from accelerator applications. Fission reactors make use of a large mass of
fission fuel with enormous residual activity. The vessels are under pressure, at high
temperatures, and feature significant heat production by the residual activity, even
when switched off.

The intrinsically different construction and goals of accelerators lead to very
different accident scenarios. Above a few MeV, an accelerator can produce radioac-
tive isotopes, but the device itself and its parts do not require any active material. If the
accelerator is switched off it does not produce any radiation, e.g. the X-ray tube at the
dentist remains accessible if switched off. A fission reactor employs mostly isotopes
of heavy elements decaying by a-decay (the emission of *He nuclei). The accidental
emission of these isotopes represents a radiation and a chemical risk to the human
body by incorporation, therefore the whole reactor is contained in a concrete housing.
All fission reactors have the same physical concept, but the concepts of accelerator
applications differ strongly in beam energy, power, and species. An accelerator poten-
tially produces much more diverse isotopic spectrum since every element can serve as
target (not only Uranium). In general, accelerator produced isotopes feature compa-
rably higher y-activity, less incorporation dose, and shorter half-lifes compared to
fission isotopes.

After this short excursion to fission reactors we focus back on accelerators. In the
last section we identified the four A’s as the technical procedure/strategy for radiation
safety. In this section, current approaches for translating this to technical designs will
be discussed.

Activity

Activity or radiation dose rate, respectively, originates from the mostly constant
beam-on induced radiation and the accumulating inventory of radioactive
isotopes. Both are proportional to the beam current and in a more complex way
connected to the beam energy. While the beam-induced radiation is independent of
beam fluence, the inventory increases with fluence up to equilibrium with the radioac-
tive decay. Higher beam energy always leads to higher radiation levels, but the relation
can be everywhere from nearly zero increase with energy to an exponential increase,
depending on the interaction physics.

The selection of beam energy represents the most important step towards the
resulting activity and radiation types (photons, neutrons, charged particles) and
produced radioactive isotopes. High-energy charged particle beams represent a strong
activity by themselves and can penetrate even thick materials, but here we consider
only secondary particles emitted by the interaction of these beams with matter. Elec-
tron beams produce X-rays with a broad spectrum (Bremsstrahlung, see Sect. 4.3) and
certain element specific peaks resulting in photon energies up to the primary beam
energy. Neutron emission requires particle energies above a few MeV, see Sect. 4.1.
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Tons beams produce only little photon dose rate compared to electron beams, but
above a few MeV neutron emission dominates the beam on dose rate. The strong
biological factor of neutrons (Table 2.5) in the typical beam energy range further
increases the biological relevance. Physics generates a strong connection between the
beam related neutron emission and the accumulation of radioactive material inven-
tory. For protons and deuterons, first nuclear reactions with light elements become
possible above 1 MeV, while above 5 MeV are required for reactions with basically
all of the periodic table. Heavier ions require substantially more energy of a few ten to
hundred MeV due to the repulsive forces of the positive nuclear charges, which is of
low application relevance. Generally, higher energies over-proportionally complicate
the radiation protection (see also Sect. 2.7.3).

The nuclear reactions induce a strong relation of the activity to the ion beam
species and the materials hit. The energy thresholds for nuclear reactions lead to
significant differences of activity along the accelerator. At the particle source, we
might be below the thresholds, while at the design energy we run into problems. The
low energy part of the accelerators is generally less critical and we will focus on
the high energy part in the following. The application defines the minimum required
energy and species, but production efficiency and rate often demand a higher beam
energy than physics (Sects. 3.4 and 5.1.4).

More technical freedom for reducing activity lies in the beam optics and compo-
nents. Defining a low beam current/current density on the low energy side (e.g. with
the particle source or an aperture) and conserving it on the high energy side via a
high transmission (>90%) beam optical system (Sect. 2.3) yields lower activity than
a high source output with a low transmission on the high energy side. A high trans-
mission equals only little interaction with apertures and vacuum tubing, resulting in
less beam-on and inventory radiation. Nevertheless, the system will not be a straight
tube and the tube diameter in combination with the local acceptance (2.19) will tell
us how many o of the beam (the current to the wall) are lost at a specific position.
Take a design as depicted in Sect. 2.3.2 Fig. 2.30 or Fig. 2.31 and think about where
particles collide with the walls. This will be beam optical elements, apertures, dumps,
and samples as critical points. The ultimate limit lies in the statistical nature of the
beam resulting in a certain fraction of the beam hitting the vacuum walls as depicted
in Fig. 2.26.

Let us consider an actual example. A 16 MeV DC accelerator is set up for contin-
uous deuteron ion beam operation with 1 mA beam current. In the frame of the
device planning, the beam tubes material needs to be selected. Commercially either
the stainless steel 316L or the Aluminium-alloy 6082 are available for standard CF
type vacuum tubing. Both alloys contain a set of elements and impurities. From the
ion source emittance and beam-optics, we expect a flux of 1 WA (1073 of the beam)
lost to the vacuum tubing. A nuclear inventory code (Sect. 3.5) allows for calculating
the expected nuclear inventory to optimize the device layout for minimum activity.
Both materials reach significantly different activities after 1 year of assumed non-
stop device operation at maximum power. 316L reaches an activity of 2.8 * 10'3
Bgq, while Al6082 only reaches 1.4 * 10'* Bq. In fact, the iron component in the
aluminium alloy provides the largest contribution to the materials activity as it does
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also in 316L, due to the long half-life of >>Fe of 2.74 years. The nuclides of lower
importance differ in both materials. While for A16082 the second highest activity
related to tritium with a 31% contribution, this contributes only 2.7% to the 316L
activity. 3*Mn originating from activation of Cr represents 27% of the activity in the
stainless steel 316L, but only 1% in 6082. Both materials lose about 97-99% of their
activity and dose rate after 1 year. The biggest difference is the radiation dose rate
level, which lies for 6082 a factor 10 below the level of 316L, due to the different
nuclides present in both materials.

The selection of proper materials (and their purity/quality) represents a major point
of radiation protection in accelerator applications. The example shows Aluminium
based vacuum components reduce the dose rates by a factor 10 in the investigated
case, extending the safe range of beam energy and power and extending the possibility
for workers to enter and maintain the device. Materials are important for radioac-
tive isotope inventory, where the isotope specific dose rates come into play, but
also for beam-on radiation in beam dumps, tubes, and analytical components such
as Faraday cups. The emission of bremsstrahlung by electron beams increases for
heavier elements, while for ion beams neutron emission, and with that the radioactive
isotope producing nuclear reactions, can be avoided completely with heavy elements,
at least up to some MeV (e.g. 5 MeV for proton beams on Ta). At higher energies,
detailed calculations become necessary as demonstrated in the example above since
the combination of energy, projectiles, and materials defines the possible products
and activity (Sect. 5.1).

Distance

The key approach to increasing distance between source and staff is remote control.
Remote control allows for practically infinite freedom in the position of the operator.
With modern computer systems the operator could even be on the other side of the
world. Nevertheless, regulations and common sense require staff to be on-site to
be able to handle problems. Finding the balance in this interplay of normal and
off-normal operation and understanding where and when human interaction and
manual work is required is the key for efficient and safe distance concepts.

On the downside, increasing levels of remote control become increasingly costly.
Above we discussed the difference between stainless steel and aluminium vacuum
tubing. Vacuum technology is not designed for remote installation, but in applica-
tions, standard parts, designed for manual installation, are used. Standard parts offer
lower cost at higher quality than custom parts, a difference in cost that adds up to
the remote control costs. What if a pump breaks or a vacuum leak appears? These
unforeseeable situations have to be foreseen in a plant conception. Paradoxical, but
otherwise the whole system becomes, physically speaking, unstable.

Divide and rule: The concept of separating a larger task into independent subtasks
helps in this respect. By concentrating different radioactive activities such as a
cyclotron, the beam optics, the vacuum pumps, and the patient treatment or target,
respectively, in separated rooms (often called bunkers due to the thick walls) of
a building represents an ideal situation. Each room/laboratory layout can follow
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Fig. 2.55 Tweezers, a

simple yet efficient way of
increasing distance to ,
radioactive material
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the specific requirements, while nuclear inventory present in one room loses its
importance for maintenance or operation (e.g. patient treatment) in another room.

The same applies for transport of radioactivity and the disposal of defective
parts. Human handling of nuclear inventory always bears the risk of contamination
(sticking of radioactive isotopes to body or equipment) and loss of material. Gener-
ally, the legislation rightfully distinguishes between enclosed radioactivity (in a rigid
container so it cannot be touched) and open radioactivity (touchable with the potential
for contamination). Depending on the form of the radioactive materials and the tasks
different systems apply. For low levels of activity grippers and tweezers, Figure 2.55,
allow for increasing the distance to radioactive samples by a few 100 mm, decreasing
the radiation dose to the hands by orders of magnitude compared to finger handling.
Isotopes with primarily a- and -activity bear mostly incorporation risks. In this case
a fume hood reduces the risk through the constant airflow directing released radioac-
tivity away from the worker. With increasing activity glove-boxes increase this barrier
efficiency via a hermetic sealing between radioactivity and worker. Isotopes with
relevant photon emission require additional distance compared to the short-ranged
contamination and incorporation risk. In this case, hot-cells with mechanical manip-
ulators and lead-glass windows are required. Rabbit systems and conveyors inside
the hot-cell allow dropping solid materials into shielded containers for further trans-
port. In particular for medical applications, piping for gaseous and liquid products
(e.g. '8F for PET) directly connect the isotope production target with the chem-
ical processing plant in the hot-cell, requiring no further human interaction with the
accelerator exposed part.

Complex mechanical operations such as tightening a screw or aligning devices
require complex robotic arms. Extreme examples of robotic remote handling arms
are the systems for nuclear fusion reactors such as JET and the upcoming ITER. The
arms feature many joints to move around the donut shaped vessel with total length
of several ten metres in order to access functional components and replace them, see
for Fig. 2.56. Operating these large scale arms requires new forms of man-machine
interaction such as virtual reality to find, inspect, and hit the tiny parts to be replaced.
The extreme costs and the technological difficulties to run such a system in a highly
radioactive vacuum environment (considering e.g. greases for the joints) are justified
by the reduction in down-time necessary to enter the device, or probably by being
the only possibility to enter the devices at all.
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Fig. 2.56 3D model of the MASCOT system designed at the JET fusion experiment. Two robotic
arms allow replacement of complete wall modules inside the reactor. Similar systems are planned
for future nuclear fusion reactors in order to reduce down-times in case of accidents and regular
maintenance in spite of the extreme activity of the nuclear inventory. Reproduced from Imperial
College London (wwwf.imperial.ac.uk/blog/student-blogs/2016/03/04/jet-is-cool)

Exposure time

Modern accelerator systems allow for a complete remote operation, reducing the
exposure to maintenance periods with deactivated accelerator (besides the treatment
of patients in medical applications). This situation avoids the exposure for the beam-
on radiation via entrance control and safety interlocks. These systems switch-off the
accelerator if doors to the accelerator room are opened or critical radiation dose rates
are reached in certain locations.

The exposure to activation induced nuclear inventory remains. Many of the
produced isotopes have only short half-life, therefore the waiting time before entering
a facility with radioactive inventory becomes important. Figure 2.57 illustrates such
a situation where already after minutes 90% of the initial activity disappears, while
after 1 day 99% of the activity decayed. Knowledge of the produced isotopes and
their properties becomes a critical point in avoiding relevant exposure. Upon entering
aroom of relevant nuclear inventory a planning and strict execution of work reduces
the exposure time. A single person executing the work reduces the exposure to others.
The German principle of supervising every working person with three non-working
persons just multiplies the exposure time by four. Colleagues should be ready for
help in case of problems but wait in safe distance or in a rotating duty scheme.

If waiting is not sufficient for avoiding exposure, or urgent interaction is required,
control systems and detectors help identifying critical locations and assessing the
possible exposure/working time before reaching critical dose levels at these locations.
So-called Electronic Personal Dosimeters (EPD, Fig. 2.58) fit directly on the clothing
of exposed staff. These devices measure the dose and dose rate and visualize them
to the affected person. Specific dosimeters exist even for fingers and eyes to assess
exposure time in manual work. The directional and radiation type sensitivity of these
devices is not flat, leading to an uncertainty of the obtained results, but their local
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Fig. 2.57 Calculated activation and decay of the Nova-ERA neutron- source beryllium target disc
(mass = 6.5 g) after 2000 h of irradiation with 1 mA, 10 MeV, and 4% duty cycle. Already after
1 min the activity decreases by a factor 10 due to the decay of SHe. Over the years the dominant
nuclide changes from °He over °Co to 1°Be. From Mauerhofer et al. (2017) published under CC
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Fig. 2.58 An EPD used for direct personal dose rate estimation of photon (y) and electron (8)
doses. Correct placement for catching, technical properties and orientation towards the radiation
source represent the main difficulties in application
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information is the only mean to know the personal exposure time and the related
risks.

2.7.3 Shielding

In the last section, general strategies for avoiding human exposure to radiation were
discussed, but the last A was missing, so far. Among the four A’s shielding (Abschir-
mung) represents the passive technical solution, while the others are rather of organ-
isational nature. Shielding enables the use of standard equipment and non-radiation
exposed staff by passively reducing the dose rates, hence the additional costs of
shielding pay off even for technical devices. Shielding offers the further advan-
tage of not only protecting humans but also important technical equipment such as
electronics or detectors without excessive distance to the point of interest, since it
further decreases the radiation dose rate beyond the pure distance scaling of (2.49).
Figure 2.59 depicts such a shielding configuration for a sample observation system.
The avoidance of a direct line between radioactive source and sensitive subject allows
for placing shielding to further reduce the received dose.

The physical basis of shielding is the interaction of radiation with matter. We will
discuss this in more detail in chapter 3, so the reader might want to come back to
this section later. The four different types of radiation (neutron, ion, electron, and
photon) interact physically very different with matter, hence we will discuss these
four cases separately.

Photons
Ix)=Iyxe™™ (2.50)
The shielding of photons emitted from beam-on or decay radiation follows simple
physics. Photons interact with the electrons in the shielding material. The more

electrons between you and the radiation source the stronger the reduction of photon
dose rate. More electrons mean more atoms mean more material thickness and density

Mirror
o Camera

|:§.Radioactive sample

Fig. 2.59 Principle of a shielding setup for protecting an observation camera. A metal mirror does
not suffer from photon radiation, hence it can be placed in high radiation areas. This 90° geometry
typically reduces the received radiation dose by >90%. The principle can be stacked for further
reduction. The maze-like entrance structures of radiation protected labs follow the same principle
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Fig. 2.60 Shielding thickness dependent dose rate of 1 mg of F-18 (medical tracer) and Co-57
(protons on iron) at 300 mm distance to a point source. 13 mm of lead absorb 90% of the F-18
radiation, while Co-57 requires only 0.1 mm. The Co-57 dose rate (iSv scale) with 0 mm shielding
is even 39x higher than the F-18 dose rate (despite the Sv vs. uSv scale). The required shielding for
F-18 is rather thick, due to the high energy (511 keV) photons emitted from the positron annihilation
of its B* decay. Co-57 emits mostly photons and electrons below 140 keV, requiring less shielding
thickness

equalling more shielding. This leads to the so-called mass attenuation coefficient p
and the exponential decay of photon intensity / with shielding thickness x according
to (2.50). The mass attenuation coefficient depends on the shielding material and
the photon energy, leading to different situations for different photon spectra as
depicted in Fig. 2.60. The figure demonstrates the high importance of the photon
energy, as the lower energy radiation from Co-57 requires significantly less shielding
thickness compared to the one of F-18. On the downside, photons can never be
absorbed completely, in contrast to all other radiation types. Every electron represents
only a certain absorption probability for photons. The shielding cuts down a certain
percentage of the dose, but a part of the radiation always remains, since (2.50) reaches
zero only asymptotic. Therefore, often the tenth value (90% absorbed = radiation
reduce by factor 10) is given for shielding materials.

Lead is the standard material for photon shielding as it features a high density at a
relatively low price, but also iron and concrete are applied. Tungsten represents the
best shielding per volume, but at much higher costs. We have to consider the photons
discussed here (and generally considered in radiation protection) have at least a few
keV of energy and up to about 10 MeV due to limits of nuclear decay physics. The
transparency known from visible light has no relevance for these photons, as the
absorption/attenuation coefficient strongly depends on photon energy. In the energy
range considered here the absorption physics becomes simpler, combining only a
few processes as depicted later in Fig. 3.3. Their efficiency drops by a factor 10
from 1 keV until about 1 MeV and stays mostly constant from there on.
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The attenuating processes do not depend on the electronic structure of the material,
therefore the shielding material can be transparent in the visible spectrum while
opaque for high energy photons (and vice-versa). Transparent shieldings are typically
oxides of heavy elements such as PbO (lead glass). Lead glass windows allow for
manual operations with radioactive products for example for preparation of nuclear
medicine products or scientific samples in hot-cells.

Electrons

Electrons, as charged massive particles, show a completely different behaviour than
photons. Electrons feature a relatively well-defined range in matter. In contrast to
photons they do not disappear one after the other, but like a driving car which ran
out of gas they continuously lose kinetic energy on the way through the shielding
until they stop completely. Unfortunately, they raise dust on their way in the form
of Bremsstrahlung. This secondary radiation represents the complication of electron
shielding as the photons feature a broad energy spectrum up to the electron energy
with all the implications raised above. The use of light materials with low stopping
power (Sect. 3.2) reduces the amount of photons raised. This requires a second shell
of heavy elements for absorbing the emitted photons as stated above. Consequently,
X-ray sources, as used for example in medical imaging (Sect. 4.3.1), do the exact
opposite in order to produce intense radiation.

Ions

Due to the higher mass of ions, Bremsstrahlung hardly reaches relevant values,
rendering shielding secondary photons unnecessary. Problems with the shielding of
ions start above some MeV, when nuclear reactions (Coulomb barrier) and negative
Q-value reactions become possible. Starting with (p, n) reactions, this results in the
production of neutrons. These reactions produce high beam on neutron dose rates
and nuclear inventory with its photon dominated dose rates at the same time. The
shielding of ions themselves remains uncritical due to their relatively short range.
Protons penetrate more than 1 mm of most materials only above 20 MeV and reach
up to 69 mm in iron at 250 MeV. All heavier ions reach even shorter. This low range
leads rather to high thermal loads, requiring special beam dumps/targets (Sect. 2.6)
for handling the deposited power, than requiring radiation shielding.

Neutrons

Shielding of neutrons represents the most complex task among all particle types. It
requires up to several metres of shield for neutrons of some 10 MeV. As an extreme
example, the European Spallation neutron source ESS requires a 5 m concrete
shielding for the neutron energies up to 2 GeV. Basically, neutrons combine all
the above mentioned shielding issues at any neutron kinetic energy. We start our
considerations at the upper range of neutron energies above about 10 MeV and go
down from there on. The collisional stopping of neutrons is extremely inefficient
at these energies compared to charged particles or lower energy neutrons. Nuclear
reactions are relatively important, but their cross-sections are typically lower than
for thermal neutrons, see Fig. 4.7 in Sect. 4.2.1. In this range nuclear reactions even
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produce additional neutrons via the dominant (n, xn) reactions, further increasing
the neutron dose rate. Consequently, we cannot reduce their number, but only their
energy via these reactions. Lead represents an efficient element for this task since
it has good cross-sections and is still relatively cheap (shielding requires a lot of
material). The multiplied MeV neutrons present after this shielding step bear even
increased dose rates due to increased number and higher quality factor (Table 2.5).
The lower energy on the other hand allows for more efficient neutron stopping (a.k.a.
moderation). Hydrogen bound in water, concrete, or polyethylene (PE) is the ideal
material as it is cheap and features a similar nuclear mass as neutrons resulting in
efficient energy transfer (just like all billiard balls have the same mass). Only if the
neutrons leave the MeV region to slower velocities, capture reactions (n, ) become
efficient for absorbing the neutrons, reducing their quantity. Unfortunately, at these
energies only reactions with zero or positive energy output remain possible (positive
0, Sect. 3.3.2). This energy can only be released in the produced y’s, leading to a
shower of secondary photons with high energies. The absorption of these photons
requires another shielding layer as discussed above. Boron, namely its isotope '°B,
has a high (n, o) cross-section for thermal neutrons with Q = 2.79 MeV, making
it one of the few exemptions from this rule since it emits «’s instead of y. This
special behaviour makes Boron a common additive to neutron shielding materials, in
particular concretes. In summary, the best neutrons shield features several layers of
different materials mostly containing hydrogen and lead, but the complex multi-stage
processes make an easy estimation difficult. Only sophisticated transport codes such
as GEANT4, FLUKA, or MCNP allow for optimal shielding designs. Even better is
avoiding high-energy neutrons from the beginning by choosing lower beam energies.

The multitude of radiation types, their combined occurrence, and the problems
with high energy neutrons faced at accelerators above about 10 MeV scream for
a unified shielding solution covering all radiation types in this case. Special radia-
tion protection concretes deliver this solution by being a homogeneous mixture of
hydrogen, light, and heavy elements. Additionally, they are easily cast into shapes,
provide structural functions, and have a good price tag. Their elemental composi-
tion combines neutron/particle stopping/moderation and shielding. On the downside,
concrete shielding require larger thickness and a higher overall weight as it is not as
optimized as specific shields.

Legal Framework

Any radiation legislation has to consider the presence of natural radiation in our
environment and enable the application of nuclear technologies. Over the years many
common materials such as tungsten were found to be long-lived but radioactive with
improving detection technology, but a sudden control of these materials just because
of technological progress would be impractical and pointless. Furthermore, some
landscapes feature higher natural radiation levels, for example the evaporation of
radon from the soil of the black forest in Germany or the increased cosmic radiation
at high elevation mountainous landscapes. Finally yet importantly, also humans carry
around radioactivity, especially after nuclear medicine treatments, but you cannot
restrict all of them to their private space. Due to personal rights, you even cannot
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imprison patients until they are decayed-off. A practical radiation protection law
has to arrange all of these aspects with everyday life while still providing safety and
freedom in the required situations. For these reasons and the strong impact of physics
onto the legal implementation rather similar legal frameworks have developed all over
the world. Radiation protection laws are definitely one of the few exceptions where
physicists respectfully accept the lawyers’ achievements and lawyers respectfully
accept the physicists’ accuracy of description.

In Germany a very strict and quantitative set of rules exist in two forms. The
general legislation comes by the name Strahlenschutzverordnung (StrSchV) and
Strahlenschutzgesetz (StrSchG) with some details on transportation regulated in the
European Agreement concerning the International Carriage of Dangerous Goods
by Road (ADR). These laws cover all usage cases and required documents and
licenses, except for the operation with nuclear fission fuels for which a separate set,
the Atomgesetz (AtG), exists. Interesting aspect which is somehow symptomatic for
the understanding of nuclear physics in Germany: The nuclear power legislation and
also nuclear power plants go by the term atom, although the technology relies on the
nucleus not the chemical entity atom. The following will discuss legislation at the
example of Germany during the write-up phase of this book in 2017.

The Free-handling limit forms the main solution developed to allow for a practical
handling of irrelevant radioactive quantities and natural radioactivity. In the language
of the physicist it is understood as a background level. In this case, legislation defi-
nitely had to adapt to the physical reality of measurements, which will not allow
for the detection of arbitrarily small quantities, but will allow for the detection finite
quantities. Free-handling limits also cover the different risk potentials of different
isotopes by isotope specific limits. In the end (in German legislation) a large table for
basically all existing isotopes develops, from which Table 2.8 shows a small extract.

The first two rows of Table 2.8 contain the activities allowed to be included in mate-
rials before a handling of these materials according to the radiation protection legis-
lation becomes mandatory. The numbers in each row vary significantly, accounting
for the individual risk and specific dose rate of each isotope. Free handling means, a
license for handling is not required, but you still have to be aware of the radioactivity.
Recycling and release limits are much lower, since the materials enter the regular

Table 2.8 List of selected nuclides with their corresponding free-handling and waste recycling
limits within German legislation (Strahlenschutzverordnung 2001)

Nuclide 3H (T) l4C lSF 4OK SSFe 99mTC 137+CS ISSW 235+U
Free-handling (Bq) 10° 107 |10° |10° |10° |107 10* 107 10*
Free-handling (Bq/g) | 10° 104 |10 |10 |10* |10? 10 10 |10
Recycling (Bq/g) 103 80 |10 |- 104 | 10? 0.6 700 |0.8

The superscript “+” indicates also daughter nuclides are included. The numbers roughly relate to
the human health risks of the emitted radiation, but in fact they also represent a good compromise
between practical, analytical, and economic considerations
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world where nobody is aware of the radiation. Let us consider the example of so-
called tritium lamps which contain tritium and a scintillator to produce visible light
over many years e.g. in clock faces. As long as the activity of the contained tritium
stays below 10° Bq or 10° Bg/g (total device) the lamp could be freely handled in any
radiation protected site without notification or license of the authorities. Using more
tritium, for example for powering a fusion reactor, requires a specific license given
only with reasoning. In order to leave the site with the tritium lamp its activity has to
be proven to be <10° Bg/g and its dose rate <10 wSv/year. This procedure requires
a qualified measurement (see Sect. 7.1.1) and documentation. After releasing the
activity from the radiation protection area it will not play a legal role anymore. In
contrast, an activity >10° Bq/g defines the watch as a nuclear product restricted to
radiation protection zones. The last row shows numbers relevant for releasing devices,
products, or samples from a radiation protection zone for recycling. These numbers
become relevant for waste management procedures and lifetime costs of operating
accelerators. To stay in the accelerator example: If we replace an aperture weighting
1 kg and containing, for simplicity, only '83W as radioactive nuclide with an activity
of 1.4%¥10° Bq = 1400 Bg/g it would have to be released as (expensive) nuclear waste.
Alternatively, the aperture could be stored inside the radiation protection zone until
the activity decays below 7 * 10° Bq = 700 Bg/g (one half-life of 75.1 days) or it
could be separated for activated and non-activated parts in order to release a part as
regular metal. An economical optimisation of materials and designs by considering
the produced isotopes, their handling limits, the material price, the disposal costs,
the dismantling, and possible storage costs requires the numbers within these tables.

The definition of relevant radiation doses separates source of natural and medical
treatment origin from the technical ones. The radiation origin determines if it is
accounted for or not. Luckily, radiation doses do not have a feeling of discrimina-
tion, and nobody bats an eye whether we call it natural, medical, or work related
radiation. The first two are not accounted for as they are considered unavoidable
or even beneficial. Civilians must be protected only from work related radiation.
Only doses up to 1 mSv per year are allowed since this is considered negligible
and a compromise between practical aspects (considering exponential attenuation of
photon radiation, filtering efficiency of ventilations ...) and safety. Radiation exposed
professionals are allowed doses up to 20 mSv per year in Germany. Two illustrative
and complicated examples better explain this. Cosmic radiation leads to relevant
doses (10—15 wSv/h) on long flights. For the crew this is work related, limiting their
air time as they are in fact the employee group with the highest average yearly doses.
For the passengers, the very same radiation is considered natural and not accounted
for (no, not even if you are on a business trip). Second example: At the doctor, the
reader is given an X-ray investigation. This medical exposure is not accounted for the
reader. For the doctor this is accounted for as work related and allowed only within 20
mSv yearly limit. For this reason the assistants leave the patient X-ray room before
acquisition. For the innocent pedestrian crossing the window of the X-ray labora-
tory, the radiation protection officer of the X-ray laboratory has to ensure under no
circumstances a dose greater than 1 mSv per year can be received, even if the pedes-
trian camps in front of the window. Only with appropriate shielding and laboratory
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layout among calculations and technical specifications of the devices demonstrating
this, the legislation will issue a license for operating the X-ray source.

Legislation distinguishes three different levels of radiation dose rate within such
radiation protected areas. Declaration of areas represents the next important concept.
Legislation considers doses and dose rates as restricting quantities for entrance.
Normal areas not considered by radiation protection have to be limited to the above
mentioned 1 mSv/year. Surveillance areas are company grounds where doses above
1 mSv/year are possible and consequently no one should enter them unintendedly for
example by enclosing it with a fence. Controlled areas add an enclosure with limited
entry, special warnings for radiation (Fig. 2.61), and the requirement for instructions
and personal dosimetry for everyone entering it. With <3 mSv/h and >6 mSv/year the
doses potentially received in these areas lie significantly above the surveillance area
opening up possibilities for larger accelerators and nuclear inventory. Areas where
dose rates >3 mSv/h can occur are called Closed/off-limits areas. These areas cannot
serve as regular working space. Consequently, entrance must be avoided except for
special emergencies. Off-limits areas require additional barriers and warnings to
separate them from the rest of the controlled area. These areas can be temporary due
to beam-on radiation for example in an X-ray imaging patient room (think of a CT
scan applying 25 mSv in 30 min as presented in Fig. 6.7). These three classes of
areas should not be confused with the concept of a room. Shielding around an X-ray
tube, or a concrete wall around an accelerator target encapsulates the higher level
area such that it can be potentially situated even in a normal laboratory room with a
tape marking its borders.

The radiation protection officer (Strahlenschutzbeauftragter) is the captain of these
areas. The legislation defines a set of ranks with increasing competence for handling
of radioactive material and radiation emitting devices up to a full competence for
handling, operation, and installation of devices. Higher ranks require higher levels
of education and working experience in respective sites. The license for operation
and installation of accelerators represents the highest level in the German system

Fig. 2.61 Warning sign
found on controlled area
entrances with a text stating
“controlled area, caution:
radiation”
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requiring the highest levels of technical or academic education in addition to two
years of practical experience at such devices. Independent of the rank, the officers
always bear personal liability for all incidents under their supervision. Following the
management law “No responsibility without competence” the officers also receive an
unbreakable right of command (even before his/her boss) for all devices and persons
in their site and a protection against dismissal.

This brings us to the concepts of licensing of devices and laboratories. Licensing
of laboratories requires the staff and public doses to be within the limits for the
requested type of area as mentioned above. For proving this to the authorities the
device properties, the shielding, the total amount of nuclear inventory and the opera-
tional schedules have to match. Continuous monitoring ensures this during the later
operation. Of course, the nuclear inventory changes with decay and possible produc-
tion via charged particle irradiation, but licensing requires this to be considered in
advance or the device operation needs to stop if the limits are reached by increasing
activation. An example: We want to set up a laboratory using X-ray tubes for mate-
rial analysis. The schedule foresees 50 working weeks with 40 working hours on
a 5 days per week basis. This results in 2000 hours of potential exposure of the
employees within the lab. Dividing the limit of radiation exposed workers of 20 mSv
would result in a maximum local dose of 10 wSv/h. At this point the 4 A strategy of
Sect. 2.7.2 starts by considering the required source strength of the X-ray devices.
This value derives from the discussion of analysis methods in Sect. 7.1. Typically,
a competitive analysis will require source strength exceeding these limits. The next
level of thinking considers a shielding around the devices. Practical reasons will
limit shielding thickness. Consequently, our lab layout will also consider keeping
the employees at a distance to the sources. A credible distance concept requires elec-
tronic interlocks at doors or entrances, ensuring the staffs distance during beam-on
to the legislation.

Many common devices, such as electron microscopes or X-ray scanners, feature
only low-levels of radiation, not worth the costs of employing a radiation protection
officer and maintaining dedicated closed rooms. These kind of established technolo-
gies have to stay within limits of beam energy and power to be operated without
these requirements. Below 30 keV charged particle energy and with <1 wSv/h dose
rates 0.1 m outside their boundaries licensing is not required since this range can for
physical reasons only emit beam-on Bremsstrahlung photons. Devices with higher
energies can receive design certification leading to the same freedom of operation, if
the device features safety interlocks and appropriate shielding to maintain dose rate
limits in the above stated range. These individual design certificates require a costly
process and strongly limit the freedom for later changes or updates of the certified
device. New generations require new certificates, a process common only for mass-
market devices with beam energies well below the nuclear activation thresholds in
the MeV range. Devices with higher dose rates at their outer boundaries must be
licensed individually and operated in radiation protection areas.

Internationally slight differences in the details and numbers exist, but the general
concepts discussed in this section can be found almost everywhere. A lot of interna-
tional cooperation exists in the nuclear sector in the EU and beyond, but, so far, not
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a single legal space ranging beyond countries borders exists. As a result of this, the
doses received in one country will not be legally relevant in another country. In the
end, a wish for more international agreements and cooperation arises for the author
from the current situation to increase cooperation and exchange in the nuclear field.
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Chapter 3
Interaction of Particle Beams and Matter | oo

Abstract This chapter teaches the basic understanding of the beam-matter interac-
tion physics of photons, electrons, and ions relevant for accelerator applications. The
two main parts of energy-loss and nuclear interactions will be discussed on the basis
of examples and practically relevant quantities. The mathematics of depth-dependent
reactions combines these two aspects resulting in a 1D model. Depth dependent reac-
tions explain about 98% of the interaction physics of the typical fixed thick target
geometry of applications resulting in reaction probabilities and equations for prac-
tical efficiency optimisation and device layout. A few examples of established codes
and practical implementation of the knowledge concludes the chapter.

This section will discuss the physical basics for understanding accelerator applica-
tions. By far most of them rely on the interaction of the accelerated beam with some
kind of target, may this be a sample, a production target or a human being. The
four fundamental forces of physics represent the basis of all beam-matter interac-
tions. From daily life we know gravity, a force extremely weak when normalized
to the number of particles required per unit strength. Its range is large, but its small
strength makes it negligible in accelerator applications. The electro-magnetic force
has a similar range, but a significantly stronger effect than gravity. It keeps the world
together by using photons to let positive and negative charges interact. In contrast to
gravity it has two different charge polarities which we call plus and minus, leading to
a possibility of shielding it via neutralisation of opposing fields. We already learned
about its importance for accelerator applications with respect to the electro-magnetic
technology required, but it also results many interactions of charged particles with
targets such as stopping or elastic scattering. The strongest force, the strong force,
also features the lowest range. It holds the nucleus together, but its range restricts to
nuclear dimensions. It requires six charge types/flavours usually named red, green,
blue, and their anti-counterparts and is mediated by gluons. This force draws respon-
sible for inelastic scattering in the form of fission and fusion reactions, allowing us to
change the atomic nucleus, if we are able to bring two particles into their strong force
range. Its strength draws responsible for the large specific energy content of nuclear
fuels, exceeding the one of chemical (= electro-magnetically bound) fuels by about
10°. Lastly, the so-called weak force is responsible for most radioactive decays and
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neutrino interactions. Its mediators, the W and Z bosons are heavy, leading to a low
range in the order of the atomic nucleus. Its weakness manifests in the extremely
low interaction probability of neutrinos, which only interact via the weak force with
matter (see later in Sect. 4.4).

In contrast to the typical situation in fundamental particle physics, where two
beams counter-propagate and collide with each other in an interaction zone (fixed
centre-of-mass), application targets consists of normal stationary matter (fixed
target). Furthermore, the target comprises several different species, at least elec-
trons and a set of more or less abundant elements (desired and impurities) leading
to complex interactions. Besides this, also the kinematics and the chain of events of
the interaction differ between colliding beam and fixed target situations.

The Rutherford experiment marks the original fixed target experiment, featuring
already many of the physical aspects still relevant in accelerator applications today.
Rutherford wanted to understand the nature of the atomic nucleus and its charge distri-
bution. At that time, over 100 years ago, it was not quite clear whether the nucleus is a
compact object or a cloud of positive charges mixed with a cloud of negative electron
charges in the atom, since both would result in a neutral atom as seen from the outside.
Rutherford wanted to falsify one of the models by a scattering experiment of an ion
beam with a fixed target. Firstly, he calculated the kinematics and scattering proba-
bilities (cross-sections) for each situation, yielding the famous Rutherford formula
(3.1). With this knowledge, he designed an experiment for shooting some MeV a-
particles (doubly ionised helium: “He**) from a nuclear decay through a thin gold
foil with particle detectors around it. The experiment yielded an angular probability
distribution of the scattered particles according to the compact nucleus model repre-
sented by his formula, constituting the current understanding of the atomic structure.
In his experiment, Rutherford was lucky, because with the technology of his time
he was already able to produce a foil thin enough (some 100 nm) to be passed by
5 MeV alpha particles, which was the maximum he was able to provide. We will
see in the following sections that a-particles of that energy not even pass 10 pm of
gold (assuming surrounding UHV) and hence the technological aspects were a key
parameter in the success of Rutherford’s ground-breaking experiment.

d AV 1
IR ( ! 26) 3.1)

B =\ g, ) aen

Each interaction has two sides, on the one hand its probability of occurrence called
the cross-section (which was Rutherford’s testing ground) and on the other hand the
collision process of each individual instance of this reaction called the kinematics.
To change from the view of the probability/cross-sections to the process/kinematics,
we first define the situation. We call the accelerated particle shot into the situation
the projectile. Definitely the projectile starts the situation, since it is initially the only
moving particle (remember we are talking about fixed target situations). Please note
this view is from the laboratory system, in the centre-of-mass system all particles
are moving also in a fixed target reaction. The projectile of mass m; hits the target of
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Fig. 3.1 Kinematics of a 2-body reaction with a stationary target in the laboratory frame (E;=
0) has 9 parameters. The energies and angles of all particles have unique relations defined by
mathematics. In contrast, a reaction with more products (n-body reaction) also conserves energy
and momentum, but allows for more than one solution as will be explained later

mass m, with kinetic energy E;. Both particles scatter and emit a light product m;
and a heavy product my, each having a certain emission angle (® and ¢) against the
initial vector of the projectile. In 3D ® and ¢ will describe circles when seen from
the projectile movement direction due to the rotational symmetry of the process. The
whole situation is depicted in Fig. 3.1.

This so-called two-body reaction is the standard situation we have to consider in
accelerator applications. Single reactions with more than two input particles require
extreme densities. Those conditions are technologically so far inaccessible or of
minor importance and will not be considered in this edition (maybe in future ones).
Reactions with more than two output particles commonly appear in nuclear decays,
in particular -decays feature 3 output particles (electrons for -, positrons for *,
neutrinos and a heavy nucleus, see Chap. 5), and nuclear reactions can feature 3 (£
>=2 10 MeV) or more products with increasing projectile energy. These reactions
add the complication of interconnected spectra for all outgoing particle properties,
in contrast to the kinematics of the two-body reaction featuring only a single solu-
tion at each product angle. In any case, the whole situation has to fulfil momentum
and energy conservation, which allows calculating the respective product parameters
with the knowledge about the four masses and, in the case of two-body reactions,
any four other parameters of the situation (leaving 1 unknown + 1 equation = unam-
biguous solution), see Sect. 3.3.2. The mathematical flexibility implied by these
equations forms an important aspect of our physical understanding and also tech-
nological exploitation of beam-matter interactions. As we will see in the course of
this chapter, everything interacts with everything, even with the vacuum, but the
mathematical formulations allows us tailoring and identifying the reactions. This
additional information compensates for the lack of information provided by detec-
tors (Sect. 2.5). The same equations apply for material analysis, isotope production,
or patient treatment, just with different unknowns in the equation system.

The interaction of beams and matter covers a wide range of specific physics.
Not all of them are fully or even partially understood. In view of applications we



126 3 Interaction of Particle Beams and Matter

divide the level of knowledge into three categories: Theoretical, semi-empirical,
and empirical understanding. Full theoretical models requiring no external input,
except for fundamental constants, so-called ab initio models, are the highest level of
understanding. Think of a treasure quest. Theoretical understanding equals a situation
where you have a full map containing all the information on what the treasure looks
like, how much gold it contains, and the mm resolved path this would allow walking
to the treasure blind with only your feet (or technology) limiting the amount of
success. If you know there is a treasure somewhere, but you only have a plain path
drawn on a handkerchief, without coordinates, scales, or the like you have a semi-
empirical understanding. It tells you which turns to take and the dangers lurking on
your path, but you do not know where to start or how long the way will be and which
dangers wait on your path. The same applies for beam matter interaction. Some cross-
sections, such as Rutherford’s, were understood to their fundamental physics and a
theory was found accurately describing them. Others have been investigated deeply
and mathematical relations were found empirically, but certain constants, factors, or
limiting cases cannot be covered by existing semi-empirical models. A few cases,
such as the radioactive decay, were broadly investigated experimentally, but due to
the lack of understanding no type of extra- or interpolation of data is possible. In
this lowest level of understanding we only have an empirical qualitative estimate of
the order of magnitude and the influence factors of the process, but we do not even
know if this covers the full space of possible pathways of the process.

Rutherford understood the nature of the target structure in his gold foil experi-
ment by the match of the cross-section calculated from his hard sphere model and the
agreements with the experimental results. Interestingly, most of the a-particles actu-
ally passed the gold foil in Rutherford’s experiment undisturbed. We can quantify the
interaction probability w using (3.2) and the gold atomic density p by multiplying
with the Rutherford cross-section o and the foils thickness d.

w=0o(E)*xpx*xd 3.2)

The interaction probability remains in the percent range, even if we infinitely
increase the gold foil thickness beyond Rutherford’s thin foil. From common sense,
but also from a mathematical limit consideration, it becomes obvious we didn’t
completely understand the situation: An infinite target thickness should yield a 100%
reaction probability for each projectile, otherwise they would fly through the target, a
situation empirically non-existent. By increasing the foil thickness beyond 10 um we
would come to know that the a-particles will already get stuck in the foil way before
Rutherford’s reaction probability even has a chance reaching 100%. Therefore, at
least a second mechanism stopping the a-particles has to exist besides Rutherford-
scattering. The question arises which interactions were missing in Rutherford’s
description, since a particle beam will not stop by itself, just like a spaceship will
not stop by itself in the vacuum of the universe.

So far we skipped considering 98.7% of the particles in the gold foil, the electrons
attached to the gold nuclei forming the atom. Gold has 79 times more electrons than
nuclei (= nuclear charge Z), which can undergo the same 2-body reactions with the
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Fig.3.2 An a-particle source (= 5 MeV «) placed at the bottom emits «’s into a cloud chamber. The
bright tracks indicate individual particle tracks. The particle range in the cloud chamber’s alcohol
mixture slightly differs for each particle due to statistical effects of the stopping, even a 50% longer
spike is present. Reprinted from physicsopenlab.org CC-BY 4.0 license

projectiles as the nucleus, although with different kinematic parameters. Everything
relies on the ratios of the interaction cross-sections and the results of the interaction.
There are actually significant amounts of interactions with the electrons contained
in the gold foil, but due to the strong mass difference of electrons and a-particles the
energy transfer remains small in each interaction. In a reasonable approximation, the
electrons act like an aether continuously slowing down the a-particles or, in general,
charged particles, passing through them. Imagine it like walking through IKEA’s
Smaéland ball pool with the force required to push away the balls from your way
slowing you down. The ratio of ball to human mass even approximately resembles
the electron to a-particle mass.

Rutherford’s experiment was designed in a way to minimize this slowing effect
by staying in the limit of a thin target. Upon increasing the foil thickness we
slowly leave the thin target regime and the energy-loss of the a-particles becomes
visible/measureable. At a gold foil thickness of about 10 pm all a-particles will stop
inside the foil and Rutherfords experiment would not yield any measurable quantity
in the forward direction. In the backward direction the situation will also change, as
the reactions from different depth will add up. The thickness related to this so-called
thick target limit strongly depends on the beam and target properties. The situation
gets nicely visualized in a cloud chamber in Fig. 3.2 with no a-particle reaching the
top end of the cloud chamber.

Particle beams do not see distance when passing through matter. Of course, for
the beam optical aspects of divergence and direction remain relevant as demonstrated
in Fig. 3.2, but here we focus on the beam-matter interaction since the distances are
relatively short (e.g. the 10 wm foil). In order to understand the way particle beams
see matter let us consider the following three situations: A beam gets fired onto a
solid metal, the same metal but as a metal foam with vacuum in the pores, and, last
but not least, the same metal foam but with air inside the pores. The situations are
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Fig. 3.3 Illustration of a beam (black line) in a solid (grey), a porous solid with vacuum inside the
pores, and one with gas inside the pores. At the end of its range, the beam spreads out due to the
statistical nature of scattering. In its interactions, a beam only sees matter, not distances. In vacuum,
the beam travels undisturbed, like a space ship. In matter, the intensity of interaction depends on
the matter density, hence gas volumes show lower interaction rates than solids

depicted in Fig. 3.3. In the first case, the beam travels a depth X into the material
until its energy is dissipated. In the porous material the beam will lose energy when
passing the metal, but in the pore’s vacuum no energy is lost, hence the total range
extends by the porosity aspect. In the third case, the pores also contain matter (gas),
but the relatively low density of gas yields only a very small influence. The range in
the pore exceeds the range in the metal, but gas still contributes to the energy-loss.
Section 3.2 discusses the quantification of the beam stopping and its mathematical
treatment.

Usually the projectile (photon, electrons, ions) beams density is insufficient for
simultaneous reactions of several projectiles with single targets and reactions between
projectiles are negligible due to the low relative speeds (= low emittance). Also target
densities of normal matter are too low for reactions with multiple targets. This allows
treating each beam particle individually in the so-called binary collision approxima-
tion (BCA). Therefore, the interaction of a beam with a target equals the sum over
all the independent individual reactions. The BCA constitutes an important basis for
our understanding and quantitative computer modelling of beam-matter interaction.
This may sound trivial, but the exchangeability between the individual particle and
the ensemble (beam) picture will become an important tool for understanding and
mathematical treatment of beam-matter interactions.

In order to understand and work with something you have to give it a name.
In addition to these energy-transfer reactions nuclear reactions become possible at
higher projectile energies. Naming of nuclear reactions follows international conven-
tions. The naming needs to include the target, projectile, and products. The reaction
of a 2C target with a *He projectile resulting in a proton and a '*N product reads
for example '?C(*He, p)'*N. For describing a class of reactions or shortening the
naming, the same reaction could also be named (*He, p) corresponding to a naming
scheme (projectile, light product). (p,n) describes a typical reaction with two prod-
ucts, a 2-body reaction. Correspondingly (p,2n) and (p,n+*He) describe reactions
with three products, (p,3n) with four products and so on. If we want to describe
a class of reactions, leading for example to the same element, we can introduce a
variable x in the form (p,xn) with x = 1 to infinity to discuss reactions producing
only neutrons.
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3.1 Absorption and Reactions of Photons

We first take a step back away from the massive (mass > 0) charged particles
produced in accelerators in order to improve our understanding of the interaction
of particle beams with matter. Mass-free (or more correctly rest-mass-free) particles
like photons necessarily have to travel with the speed of light, hence they cannot be
slowed down. Logically for these particles, an energy-loss mechanism by friction is
not possible, but energy can only be transferred via a reduction in quantity or inten-
sity, respectively. This directly leads to a differential equation with an exponential
decay solution of the photon beam intensity / in depending on the distance d passed
in matter, equivalent to a constant absorption probability for each individual photon
per passed matter particle.

— = (3.3)

Due to the lack of the friction mechanism, photons typically achieve the longest
attenuation length n and hence range (distance d) for a given kinetic energy of
the considered species (e, ions, neutrons). The attenuation length increases with
increasing photon energy. We already saw the technical effect of this fundamental
physics in the detector Sect. 2.5 in Fig. 2.44 with the required detector thicknesses
being largest for photon absorption. Also in radiation protection, Sect. 2.7.3, this and
the exponential decay law lead to thick shielding requirements for photons.

Having said photon beams only lose energy by a reduction of intensity is actually
not entirely accurate. For lower energies, scattering dominates the interaction of
photons and matter. Scattered photons are absorbed and instantly reemitted in a
different direction and hence cannot be considered as the same particle or part of
the same beam population. A set of mechanisms exists for the interaction of photons
with electrons. Scattering processes (approximately) conserving the photon energy
dominate the photon matter interaction for lower energies up to the binding energies
of electrons to atoms (e.g. 13.6 eV for H). This class of elastic process retains
coherence (= phase relation) with the original beam. A prominent example among
this is the Rayleigh scattering which leads to the blue sky, since the processes cross-
section is inversely proportional to the fourth power of the wavelength, scattering
more blue than red or green light in the observer’s direction. With increasing photon
energies or shorter wavelength, respectively, the elastic scattering energy transfer
increases. With sufficient energy transfer, remember our scattering partner binds to
atoms, the electrons gain enough energy to leave their binding state. Starting with
this energy, the elastic scattering becomes incoherent, since the electron receives part
of the energy. This so-called Compton scattering follows a probability distribution
given by a cross-section called the Klein-Nishina formula, (3.4).

do _1(Z2 ENTE | E in?(6) (3.4)
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This differential cross-section describes photon scattering from free resting point
charges (electrons or ions), a situation only approximately true for electrons in atoms,
with mass m, charge Ze, and the scattering angle ® between incoming (energy £) and
outgoing photon (energy E’). This formula only approximately describes the situa-
tion, but allows understanding the basic trends with an analytical description. The
scattering cross-section decreases with the photon energy, hence Compton scattering
becomes less efficient for high energy photons. The cross-section also decreases with
increasing energy transfer and scattering angle. For photon energies small compared
to the electron rest-mass m,c> only negligible energy transfer occurs; the low energy
limit of Compton scattering yields the coherent elastic scattering process discussed
above. In all cases, (3.4) leads to a continuum of scattered photon energies, similar
to Bremsstrahlung where electrons penetrate matter.

In parallel to the incoherent scattering Einstein’s photoelectric-effect, the ioni-
sation of atoms or the freeing of bound electrons, respectively, takes place. Equa-
tion (3.5) describes the cross-section of this inelastic process. It requires photon
energies above the binding energy of the electrons to their atoms. Energy in excess
of the binding energy will end up as kinetic energy of the released electron. All atoms
above hydrogen (H) feature several electrons, each with different binding energies.
The ionisation of the electrons from the innermost shell, called the K-shell, requires
the highest energy in the order of a few 10 keV for heavy elements. The higher
a binding level in the atomic shell, the lower its binding energy due to the core
charge shielding of the inner electrons. Each binding state represents an independent
instance of the photoelectric-effect, leading to so-called absorption edges at the given
binding energies.

d
é = Constant * Z° % E 37 (3.5

The free spot of the released electron will quickly be reoccupied by another
electron. The involved binding energy remains the same, but now has to be released
in the form of a photon. In particular for the inner binding shells, also bound electrons
from other higher shells can reoccupy the free position. These inner conversions emit
photons with an energy given by the difference between initial and final binding state.
A table of possible conversions arises, from which the innermost shells (K and L)
are given in Fig. 3.4. The absorption of photons with an energy equal to the binding
energy or higher can only lead to a complete release of the electron. The process can
be triggered not only by photons, but also by charged particles as we will see later.

At the highest photon energies, new inelastic scattering processes add up to the
interaction list. Up to here all photon interactions involved scattering with more
or less free electrons. The quantum nature of the bindings implies certain specific
energy limits. With photon energies above 1022 keV a new interaction process
with the nucleus becomes possible. This interaction converts the photon energy
to matter/mass. All physical processes have to conserve energy, momentum and
quantum numbers. Consequently, for producing massive particles only matter anti-
matter pairs can be produced. With a rest-mass of 511 keV/c?, 1022 keV and more
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Absorption and Reactions of Photons
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132 3 Interaction of Particle Beams and Matter

allows for the production of electron-positron pairs. The process requires a nucleus to
balance the momentum. Balancing the momentum with an electron requires slightly
higher energy due to decreasing momentum per energy for lighter particles (= same
amount of momentum transfer requires more energy transfer), favouring a nucleus
as partner. Positrons being the anti-matter equivalent of the electron cannot survive
in normal matter, quickly leading to the emission of two 511 keV photons from
the annihilation of the positron with a random